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Technical Environment

Preface

This document describes how to leverage iVirtualization to create a Client partition (IBM i or Linux) on a
POWERS®G (or newer) system running IBM i 6.1 or higher. This is NOT an official IBM guide — but a step-
by-step guide for creating a test environment.

References to the official documentation can be found under Detailed description below. Performance is
out of scope in this Guide, you should use the official documentation for that.

Detailed description

The following official resources were used:

- IBM i Virtualization and Open Storage Read-me First- Available in PDF format posted at:
http.//www.ibm.com/systems/i/os/index.html

- Power Systems Logical partitioning in IBM Systems Hardware Information Center and

- Installing, upgrading, or deleting IBM® i and related software — linked via:
http://publib.boulder.ibm.com/eserver/

- Redbook: IBM i 7.1 Technical Overview SG24-7858

- Redpaper: Creating IBM i Client Partitions Using Virtual Partition Manager REDP-4806

- IBM i Technology Refresh: http://www.ibm.com/systems/support/i/planning/techrefresh/index.html

Hardware Requirements

POWERSG6 or newer system plus Hardware Management Console when running IBM i V6R1, V7R1,
V7R1-TR1 or VIR1-TR2

or

POWERG or newer system running IBM i V7R1-TR3 or higher in order to use Virtual Partition Manager
and configure Ethernet layer-2 bridging

System Software Requirements
PowerVM Standard Edition or PowerVM Enterprise Edition

IBM i 6.1 or newer in Host partition, IBM i VIR1-TR3 required or newer in order to use Virtual Partition
Manager

Comments/Questions

Comments and/or questions are welcome
Peter G. Croes: peter_g_croes at nl.ibm.com (use the @-symbol instead of the text)
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1. IBM i Host & Client partitions — The Big Picture

The creation of a Client partition leveraging iVirtualization consists of 2 main phases:
e Creating the Client partition (IBM i or Linux) including its connection to physical hardware

e Creating the objects in the hosting IBM i partition and activating the IBM i or Linux Client partition
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Figure 1-1

The picture shows that the IBM i Client partition leverages native attached storage available in the IBM i
Host partition through the use of a NWSSTG object residing in the IBM i Host partition. This is concept
has been used to leverage single level storage within an IBM i environment for use by an integrated
Windows server, Linux on i and AlX on i.

Native attached storage is storage that can be used/seen directly by the IBM i operating, without the
need for VIOS to virtualize the disks. All internal disks are native attached, but starting with V7R1-TR6
you can also attach the V3700/VV7000 natively (without the need for VIOS). Check IBM i External Storage
Support Matrix http://www.ibm.com/support/techdocs/atsmastr.nsf/\Weblndex/PRS4563 for details.

Following the GA of IBM i 7.1, IBM i point / modification releases have been replaced by a new release
delivery mechanism called a Technology Refresh. Technology Refreshes are also used to deliver new
capabilities for iVirtualization (IBM i Host / IBM i Client partition concept).

TR1: Support for embedded media changers (enabling unattended installs of IBM i Client partitions)

TR2: IBM i to IBM i virtual tape device support (info APAR 1114615 lists supported devices and required
fixes)

TR3: Ethernet layer-2 bridging and Virtual Partition Manager enhancement to create IBM i partitions
TR4: Performance enhancement for zeroing virtual disk
Detailed information on Technology Refreshes including newer levels can be found via

http://www.ibm.com/systems/support/i/planning/techrefresh/index.html

Once you have created and installed IBM i in the first NWSSTG-object, you can copy that NWSSTG to
create extra virtual disks for different testing/demo environments. This only makes sense if the so called
GOLDENCODE you are creating has a sensible size. Remember that you can always copy the NWSSTG
to a new larger one with the contents included.
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2. Logical partitioning tools: IVM, HMC or VPM

You must use tools to create logical partitions on your servers. The tool that you use to create logical
partitions on each server depends upon the server model and the operating systems and features that
you want to use on the server. The Integrated Virtualization Manager (IVM) is a browser-based system
management interface for the Virtual /0 Server (VIOS) and therefore not addressed in this guide. VIOS
provides virtualization for different OS’s (AIX, IBM i, Linux) on the Power platform. The VIOS also
facilitates Live Partition Mobility (LPM), LPAR Suspend and Resume, and Active Memory Sharing (AMS).

iVirtualization is available to customers running IBM i on Power Systems, and uses virtualization features
available within IBM i. Therefore current skills can be used to manage your virtual server infrastructure.

2.1 Hardware Management Console (HMC)

The Hardware Management Console (HMC) is a hardware appliance that you can use to configure and
control one or more managed systems. The HMC also provides terminal emulation for the logical
partitions on your managed system. You can connect to logical partitions from the HMC itself, or you can
set up the HMC so that you can connect to logical partitions remotely through the HMC.

When managed by an HMC your Client partition can also leverage physical resources like an
Ethernet card and/or tape library/drive.

2.2 Virtual Partition Manager (VPM) — IBM i V7R1-TR3 or newer

Beginning with IBM i 7.1 Technology Refresh 3 (IBM i 7.1-TR3) the Virtual Partition Manager (VPM) was
enhanced to allow you to create IBM i Client partitions without the requirement for an HMC.

The Virtual Partition Manager is a feature of IBM i that allows you to create and manage one IBM i host
logical partition and up to four client logical partitions on a single server. You can use the Virtual Partition
Manager to create logical partitions on a server that does not require a Hardware Management Console
(HMC).

To use the Virtual Partition Manager, you must first install IBM i V7R1-TR3 or newer on a non-partitioned
server. After you install IBM i, you can initiate a console session on IBM i and use Service Tools (SST or
DST) to create and configure Client logical partitions. IBM i controls the resource allocations of the logical
partitions on the server.

When you use the Virtual Partition Manager to create logical partitions on a server, Service Tools is the
only tool that you can use to create and manage the logical partitions. You cannot use IBM i Navigator to
create or manage logical partitions on a server. However, the console session that you use to access
Service Tools can be initiated using Operations Console LAN.

When managed by VPM your Client partition can only leverage virtual resources:

- Ethernet layer-2 bridging (configured in the Host partition) for LAN console and network access.
Any Ethernet resource that supports line speeds of 1Gbps or greater is supported except for Host
Ethernet Adapter (HEA) resources. The HEA adapter is not supported.

- For backup purposes, a supported physical tape drive in the Host partition is virtualized to the
IBM i Client partition (info APAR 1114615 lists supported devices and required fixes)

Because the IBM i Client partition uses a virtual LAN connection to the IBM i host partition, you will need
to setup/configure Ethernet Layer-2 bridging in the host partition: the actual configuration for the Ethernet
Layer-2 bridging is available via IBM i Support: Software Technical Document: 622246891. You can also
leverage Ethernet Layer-2 bridging for a Linux Client partition.

In the IBM i Client partitions you can install IBM i 7.1 or IBM i 6.1 with either 6.1 or 6.1.1 machine code,
depending on the requirement of the Power Server hardware.
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3. Using the Virtual Partition Manager (VPM) to
create your virtual server

This chapter will guide you through the steps needed for creating a Client partition (IBM ii and or Linux)
using the Virtual Partition Manager on your Power Server running IBM i 7.1-TR3. It uses the concept of
virtual SCSI, but without the need of creating the vSCSI host-client pairs. This is done automatically. You
will use a Layer-2 bridge capable LAN adapter in the Host partition for console and network traffic to/from
your IBM i client Partition.

You will need to perform a system IPL in order to remove CPU and memory resources from the
Host partition and have CPU and memory available to a client partition.

3.1 Starting the Virtual Partition Manager (VPM) and set your system
to partitioned state

The Virtual Partition Manager (VPM) is invoked through System Service Tools (SST) or Dedicated
Service Tools (DST). In this guide STRSST was used to access VPM.

Type STRSST and sign-on with a service tool user profile (e.g. user QSECOFR) with the needed
authorities. Within System Service Tools (SST), select option 5. Work with system partitions.

Only the first time this option is selected, you will get an information screen as shown in Figure 3.1-1.

Logical Partitioning Environment Supported
System:

Virtual Partition Manager is supported. The system is in a

state that does allow this operating system to partition the
server. Refer to the Virtual Partition Manager documentation

for more information.

Press ENTER to confirm using Virtual Partition Manager to

Partition the server.

Figure 3.1-1
Press ENTER to advance to the Work with System Partitions screen shown in Figure 3.1-2.

Work with System Partitions
System:
Attention: Incorrect use of this utility can cause damage
to data in this system. See service documentation.

Number of partitions . . . . . . . ¢ 1
Partition release . . . . . . . . . : VJRIMO

Partition identifier . . . . . . . : 1
Partition name . . . . . . . . . . : 06-xxxxx *

Select one of the following:

. Work with partition status

. Work with partition configuration
. Clear configuration data

. Create a new partition

a s W

Selection
3

F3=Exit Fl2=Cancel

Figure 3.1-2
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Select option 3. Work with partition configuration so you can change to configuration of your IBM i
Host partition and free up resources (CPU and memory) for use by the IBM i Client partition(s). The Work

with Partition Configuration screen for your non-partitioned system will look like Figure 3.1-3

Work with Partition Configuration
System:

Available processor units 0.00
Available memory (MB) 256
Memory region size (MB) 256

Type option, press Enter.

1=Display 2=Change 9=Delete
Virtual
Partition =  -—--=—-———- Processor—-—-—------- Memory Ethernet ID

Opt ID Name Total Units Uncap Weight (MB) wWwLM 1 2 3 4

2 1 06-xxxxx 4 4.00 2 None 63232 2 2 2 2 2
F3=Exit F5=Refresh Fll=Work with partition status Fl2=Cancel

Figure 3.1-3

As you can see in Figure 3.1-3 there are no processor units nor memory available. In order to make those
resources available for use you will need to change your host partition. This is done by selecting option
2=Change in front of your host partition. This will bring you to the Change Partition Configuration screen

as shown in Figure 3.1-4

Change Partition Configuration
System:

Type changes, press Enter.

=

Partition identifier and name 06-xXXXXX

Number of available system processors 0

Number of partition processors . 4

Minimum / maximum number of processors 1 / 4

Use shared processor pool 2 1=Yes, 2=No
Size of available memory (MB) 0

Size of partition memory (MB) 63232

Minimum / maximum size of memory (MB) . . 512 / 65536
Enable workload management . . . . . . . 2 1l=Yes, 2=No

Virtual Ethernet Identifiers (1=Yes, 2=No)
1 2 3 4
2 2 2 2

F3=Exit Fl2=Cancel

Figure 3.1-4

Figure 3.1-4 shows you the defaults for your hosting partition before any changes were made. It is a good
idea to change it to a more useful name (e.g. IBMiHost). In addition you will need to decrease the number
of processors and the size of partition memory in order to make them unallocated and available for use to
an IBM i Client partition. The changed values used for this guide are shown in Figure 3.1-5 on the next

page.
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Change Partition Configuration
System:
Verify information, press Enter.

Partition identifier and name . . . . . . . : 1 IBMIHOST

Number of partition processors . . . . . . . : 1
Minimum / maximum number of processors

=

/ 4

Use shared processor pool . 1 1=Yes, 2=No
Shared processor pool units . . . Lo 1.00
Minimum / maximum processor pool unlts Coet 1.00 / 4.00
Uncapped processing . . . e e« « « . . ¢ Yes
Uncapped processing welght .« « « <« . . : High
Size of partition memory (MB) .« « « . . . ¢ 33280
Minimum / maximum size of memory (MB) ... 512 / 65536
Enable workload management . . . . . . . . . : No

Virtual Ethernet Identifiers (1=Yes, 2=No)
1 2 3 4
1 2 2 2

Figure 3.1-5

As you can see, the Use shared processor pool was set to 1=Yes resulting in extra fields in which to
specify the Shared processor pool units, min/max and even Uncapped processing value. The values
shown reflect the default values. Please make adjustments, so that the total number of processors
assigned to Host and Client(s) is compliant with the number of IBM i licenses acquired.

Make sure that you set a Virtual Ethernet Identifier to 1=Yes in order to be able to configure your client
partition’s LAN console and Virtual Ethernet. This will create an Virtual Ethernet Port with a resource type
268C in the IBM i Host partition.

Note that you can press F1 to bring up the help text for this screen.

Press ENTER to confirm your changes and return to the Work with Partition Configuration screen shown
in Figure 3.1-6

Work with Partition Configuration

System:
Available processor units . . . . : 3.00
Available memory (MB) . . . . . . : 30208
Memory region size (MB) . . . . . : 256
Type option, press Enter.
1=Display 2=Change 9=Delete
Virtual
Partition =  --=-—=—-———- Processor—-—-—------- Memory Ethernet ID
Opt ID Name Total Units Uncap Weight (MB) wWwLM 1 2 3 4
1 IBMIHOST 1 1.00 1 High 33280 2 1 2 2 2 <

< Indicates partition IPL may be required.
F3=Exit F5=Refresh F10=Display change status
Fll=Work with partition status Fl2=Cancel

Figure 3.1-6

Now is a good time to exit System Service Tools and to issue a PWRDWNSYS RESTART(*YES) to IPL
your IBM i 7.1-TR3 hosting partition. Please make sure that your system is in restricted state when using
the option F10=IPL system to activate changes within SST!
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3.2 Create an IBM i Client partition using VPM

After you have completed the steps in Chapter 3.1 Starting the Virtual Partition Manager (VPM) and set
your system to partitioned state it is time to create an IBM i Client partition.

Type STRSST and sign on with a service tool user profile that has the needed authorities (e.g. the default
user QSECOFR). Within System Service Tools (SST), select option 5. Work with system partitions.

You will get the Work with System Partitions screen shown in Figure 3.2-1

Work with System Partitions
System:
Attention: Incorrect use of this utility can cause damage
to data in this system. See service documentation.

Number of partitions . . . . . . . ¢ 1

Partition release . . . . . . . . . : VJRIMO
Partition identifier . . . . . . . : 1

Partition name . . . . . . . . . . : IBMIHOST *

Select one of the following:

2. Work with partition status
3. Work with partition configuration
4. Clear configuration data
5. Create a new partition
Selection
5

F3=Exit F10=IPL system to activate changes Fl2=Cancel
System IPL may be required to activate changes.

Figure 3.2-1

Select option 5. Create a new partition. This will advance you to the Select Operating Environment
screen shown in Figure 3.2-2.

Select Operating Environment
System:
Select one of the following:

1. 0s/400

2. Guest
Selection

1

F3=Exit Fl2=Cancel

Figure 3.2-2

You need to select option 1. 0S/400 in this screen in order to create an IBM i Client partition and to
advance to the Create New Partition screen shown in Figure 3.2-3 on the next page.

(FYI: the Guest option is used for the creation of an AlX Client or Linux Client partition)
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Create New Partition
System:
Complete blanks, press Enter.
Partition identifier and name 2 CLPAR1
Number of available system processors 3
Number of partition processors . 1
Minimum / maximum number of processors 1 / 4
Use shared processor pool 1 1l=Yes, 2=No
Shared processor pool units 0 5
Minimum / maximum processor pool unlts 0 1 /4 . 0
Uncapped processing . . . .+« « « . . . 1 1=Yes, 2=No
Uncapped processing welght . e« < « . . . 128 0, 04, 128, 255
Size of available memory (MB) e e e e e 30208
Size of partition memory (MB) .« « « « . . . lo6384
Minimum / maximum size of memory (MB) . . . . bl2 / 24576
Enable workload management . . . . . . . . . . 2 1=Yes, 2=No
Virtual Ethernet Identifiers (1=Yes, 2=No)
1 2 3 4
3 2 2 2

Figure 3.2-3

Figure 3.2-3 shows the values used in this case. Select a meaningful Partition name and complete your
settings for Processors and Memory. Special attention is needed for Virtual Ethernet. You have 4 Virtual
Ethernet Identifiers (adapters) available and they are activated by 1=Yes or deactivated by 2=No.

In order to select it as the console device you have to set a Virtual Ethernet Identifier to ‘3’.

The selection of the Virtual Ethernet Identifier should match the Identifier chosen in the IBM i Host
partition (check Figure 3.1-5).

The actual configuration for the Ethernet Layer-2 bridging can be found on the Internet via IBM i Support:
Software Technical Document: 622246891

After your selections press ENTER and confirm with ENTER.

You will return to the Work with System Partitions screen with a confirmation message at the bottom:

Partition 2 create was successful.

You will need to identify the automatically created Virtual SCSI adapter in the IBM i Host partition in order
to specify that resource in your Network Server Description (NWSD).

Return to the System Service Tools (SST) screen and select option 1. Start a service tool, select
option 7. Hardware service manager and select option 1. Packaging hardware resources.

Packaging Hardware Resources
Local system type . . . . : 8202
Local system serial number: 06-xxxxx
Type options, press Enter.
2=Change detail 3=Concurrent maintenance 4=Remove 5=Display detail
8=Associated logical resource (s) 9=Hardware contained within package
Type- Resource
Opt Description Model Unit ID Name
System 8202-E4B U8202.E4B.06xxxxx SYS01
System Unit + 78AA-001 U78AA.001.WZSHO0Y FRO1
9 Virtual Backplane + < 268C-001 U8202.E4B.06xxxXX P35
F3=Exit F5=Refresh F6=Print F8=Exclude non-reporting resources
Figure 3.2-4
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Select option 9=Hardware contained within package in front of Virtual Backplane. This will display the
details for the Virtual Backplane including the Virtual SCSI adapter you are looking for. You can find the
resource using the location column. Page down until you find the first resource with 3 digits after V1-C.

In this guide the location code is V1-C230 as shown in Figure 3.2-5. The first digit reflects the LPAR ID

(2’ in this case) and the second and third digit represent the vSCSI identifier (30, 31 and 32).

Packaging Hardware Resources
Unit ID: U8202.E4B.
Type options, press Enter.
2=Change detail 3=Concurrent maintenance

8=Associated logical resource(s)

4=Remove 5=Display detail
9=Hardware contained within package

Type- Resource
Opt Description Model Name Location
Virtual Backplane < 268C-001 P35 V1
Virtual Comm IOA 6B03-001 P37 V1-CO0
Virtual Comm Port 6B03-001 P38 V1-CO0-T1
Virtual Comm IOA 6B03-001 P36 vVli-C1
Virtual Comm Port 6B03-001 P39 V1-C1-T1
Virtual Comm IOA 6B20-001 P58 vV1l-C2
Virtual Comm IOA 6B04-001 P59 V1-C3
Virtual Comm Port 6B04-001 P60 V1-C3-T1
8 Virtual Comm IOA 290B-001 P63 VvV1-Cc230
Virtual Comm IOA 290B-001 P62 vV1l-C231
Virtual Comm IOA 290B-001 P61l V1-C232
More. ..

F3=Exit F5=Refresh F6=Print F7=Include empty positions and not owned positions

Figure 3.2-5

Select option 8=Associated logical resource(s) in front of the Virtual Comm IOA you have identified
before. The Logical Resources Associated with a Packaging Resource screen will be displayed, as
shown in Figure 3.2-6.

Logical Resources Associated with a Packaging Resource

Packaging resource:
Resource Name
P63

Type-Model
Virtual Comm IOA 290B-001
Type options, press Enter.
2=Change detail 4=Remove 5=Display detail 6=I/0 debug
T=Verify 8=Associated packaging resource (s)

Opt Description Type-Model Resource Name Status

Virtual Comm IOA 290B-001 CTLO4 Operational
Virtual IOP 290B-001 CMB11 Operational
F3=Exit F5=Refresh F6=Print Fl2=Cancel
Figure 3.2-6

This means that the hardware resource that needs to be specified in the NWSD, is CTL04.

Continue with Chapter 5 and create the objects needed in the IBM i Host partition.
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3.3 Create a Linux Client partition using VPM

After you have completed the steps in Chapter 3.1 Starting the Virtual Partition Manager (VPM) and set
your system to partitioned state it is time to create a Linux Client partition.

Type STRSST and sign on with a service tool user profile that has the needed authorities (e.g. the default
user QSECOFR). Within System Service Tools (SST), select option 5. Work with system partitions.

You will get the Work with System Partitions screen shown in Figure 3.3-1

Work with System Partitions
System:
Attention: Incorrect use of this utility can cause damage
to data in this system. See service documentation.

Number of partitions . . . . . . . ¢ 1

Partition release . . . . . . . . . : VJRIMO
Partition identifier . . . . . . . : 1

Partition name . . . . . . . . . . : IBMIHOST *

Select one of the following:

2. Work with partition status
3. Work with partition configuration
4. Clear configuration data
5. Create a new partition
Selection
5

F3=Exit F10=IPL system to activate changes Fl2=Cancel
System IPL may be required to activate changes.

Figure 3.3-1

Select option 5. Create a new partition. This will advance you to the Select Operating Environment
screen shown in Figure 3.3-2.

Select Operating Environment
System:
Select one of the following:

1. 0S/400

2. Guest
Selection

2

F3=Exit Fl2=Cancel

Figure 3.3-2

You need to select option 2. Guest in this screen in order to create a Linux Client partition and to
advance to the Create New Partition screen shown in Figure 3.3-3 on the next page.

(FYI: the Guest option is used for the creation of an AlX Client or Linux Client partition)
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Create New Partition
System:
Complete blanks, press Enter.

Partition identifier and name 2 LNXCLNT1
Number of available system processors 3
Number of partition processors . 1
Minimum / maximum number of processors 1 / 4
Use shared processor pool 1 1l=Yes, 2=No

Shared processor pool units 0 5

Minimum / maximum processor pool unlts 0 1 /4 . 0

Uncapped processing . . . .+« « « « . . 2 1=Yes, 2=No

Uncapped processing welght . e« < « . . . 128 0, 04, 128, 255

Size of available memory (MB) e e e e e 30208
Size of partition memory (MB) e e e e . . . . 3072
Minimum / maximum size of memory (MB) . . . . bl2 / 24576
Enable workload management . . . . . . . . . . 2 1=Yes, 2=No
Virtual Ethernet Identifiers (1=Yes, 2=No)

1 2 3 4

1 2 2 2

Figure 3.3-3

Figure 3.3-3 shows the values used in this case. Select a meaningful Partition name and complete your
settings for Processors and Memory. Special attention is needed for Virtual Ethernet. You have 4 Virtual
Ethernet Identifiers (adapters) available and they are activated by 1=Yes or deactivated by 2=No.

The selection of the Virtual Ethernet Identifier should match the Identifier chosen in the IBM i Host
partition (check Figure 3.1-5).

The actual configuration for the Ethernet Layer-2 bridging can be found on the Internet via IBM i Support:
Software Technical Document: 622246891

After your selections press ENTER and confirm with ENTER.

You will return to the Work with System Partitions screen with a confirmation message at the bottom:

Partition 2 create was successful.

You will need to identify the automatically created Virtual SCSI adapter in the IBM i Host partition in order
to specify that resource in your Network Server Description (NWSD).

Return to the System Service Tools (SST) screen and select option 1. Start a service tool, select
option 7. Hardware service manager and select option 1. Packaging hardware resources.

Packaging Hardware Resources
Local system type . . . . : 8202
Local system serial number: 06-xxxxX
Type options, press Enter.
2=Change detail 3=Concurrent maintenance 4=Remove 5=Display detail
8=Associated logical resource (s) 9=Hardware contained within package
Type- Resource
Opt Description Model Unit ID Name
System 8202-E4B U8202.E4B.06xxxxx SYS01
System Unit + 78AA-001 U78AA.001.WZSHO0Y FRO1
9 Virtual Backplane + < 268C-001 U8202.E4B.06xxxXX P35
F3=Exit F5=Refresh F6=Print F8=Exclude non-reporting resources
Figure 3.3-4

Select option 9=Hardware contained within package in front of Virtual Backplane. This will display the
details for the Virtual Backplane including the Virtual SCSI adapter you are looking for. You can find the
resource using the location column. Page down until you find the first resource with 3 digits after V1-C.
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In this guide the location code is V1-C230 as shown in Figure 3.3-5. The first digit reflects the LPAR ID
(2’ in this case) and the second and third digit represent the vSCSI identifier (30, 31 and 32).

Packaging Hardware Resources
Unit ID: U8202.E4B.
Type options, press Enter.
2=Change detail 3=Concurrent maintenance 4=Remove 5=Display detail
8=Associated logical resource (s) 9=Hardware contained within package
Type- Resource
Opt Description Model Name Location
Virtual Backplane < 268C-001 P35 V1
Virtual Comm IOA 6B03-001 P37 V1-CO
Virtual Comm Port 6B03-001 P38 V1-C0-T1
Virtual Comm IOA 6B03-001 P36 V1i-C1
Virtual Comm Port 6B03-001 P39 V1-Cl-T1
Virtual Comm IOA 6B20-001 P58 V1i-C2
Virtual Comm IOA 6B04-001 P59 V1-C3
Virtual Comm Port 6B04-001 P60 V1-C3-T1
8 Virtual Comm IOA 290B-001 P63 V1-C230
Virtual Comm IOA 290B-001 P62 V1-C231
Virtual Comm IOA 290B-001 P61 V1-C232
More. ..
F3=Exit F5=Refresh F6=Print F7=Include empty positions and not owned positions

Figure 3.3-5

Select option 8=Associated logical resource(s) in front of the Virtual Comm IOA you have identified
before. The Logical Resources Associated with a Packaging Resource screen will be displayed, as
shown in Figure 3.3-6.

Logical Resources Associated with a Packaging Resource
Packaging resource:
Type-Model Resource Name

Virtual Comm IOA 290B-001 P63

Type options, press Enter.

2=Change detail 4=Remove 5=Display detail 6=I1/0 debug
7=Verify 8=Associated packaging resource (s)

Opt Description Type-Model Resource Name Status
Virtual Comm IOA 290B-001 CTLO4 Operational
Virtual IOP 290B-001 CMB11 Operational

F3=Exit F5=Refresh F6=Print Fl2=Cancel
Figure 3.3-6

This means that the hardware resource that needs to be specified in the NWSD, is CTL04.

Continue with Chapter 5 and create the objects needed in the IBM i Host partition.
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4. Using the Hardware Management Console (HMC)
to create your virtual server

This chapter will guide you through the steps needed for creating a Client partition and making the
connection to the IBM i Host partition for the virtual disk. This is done through the concept we call virtual
SCSI. The IBM i Host partition needs a virtual SCSI Server adapter which connects to a virtual SCSI
Client adapter in the Client partition.

All these steps can be done dynamically without rebooting your system.

4.1 Dynamically add the virtual SCSI Server adapter to the IBM i Host
partition

In the HMC navigate to Systems Management — Servers and select the IBM i Host partition. Now Select
Dynamic Logical Partitioning and click Virtual Adapters.

A new window will open called Virtual Adapters.
In this window Select Actions — Create — SCSI Adapter...

& RSHMC: Virtual Adapters - Mozilla Firefox |- |[0/3
1.7

s

Create Yirtual SCSI Adapter: 01-Host IBM i 6.1
virtual SCSI adapter
Adapter : * o

Server j

@ﬁny client partition can connect

O only selected client partition can connect
Client partition j

Type of adapter :

Client adapter ID ¢ |

Ok | Cancel | Help |

Dane he Y @&

Figure 4.1-1

Figure 4.1-1 shows the values that were used for this guide. Because this will be the IBM i Host partition,
the Type of adapter needs to be set to Server.

Click OK and return to the Virtual Adapters window — Click OK again.
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Using a 5250 screen in the IBM i Host partition, you can identify which IBM i hardware resource is created
for the Virtual SCSI Server adapter. These steps are here for reference — the creation of the actual
objects is done in Chapter 5.1.1 Create Virtual Server (NWSD object).

The way to do this is by using WRKHDWRSC *CMM

This will result in a screen like shown in Figure 4.1-2

Work with Communication Resources
System:
Type options, press Enter.
5=Work with configuration descriptions 7=Display resource detail
Opt Resource Type Status Text
CMB02 6B03 Operational Comm Processor
LINO1 6B03 Operational Comm Adapter
CMNO2 6B03 Operational Comm Port
CMBO02 6B03 Operational Comm Processor
LINO2 6B03 Operational Comm Adapter
CMNO1 6B03 Operational Comm Port
CMB08 5706 Operational Comm Processor
LINO3 5706 Operational LAN Adapter
CMNO3 5706 Operational Ethernet Port
CMNO4 5706 Operational Ethernet Port
CMB10 290B Operational Comm Processor
7 CTLO4 290B Operational Comm Adapter
Bottom
F3=Exit F5=Refresh F6=Print Fl2=Cancel

Figure 4.1-2
In the screen use option 7=Display resource detail in front of a CTLxx resource with a Type 290B.

The Display Resource Detail screen will display the location and check the last digits — in this case it
shows xxxxx —V3-C2 (where V = virtual and the 2 reflects the slot number 2 chosen in Figure 4.1-1)

Display Resource Detail

System:
Resource name . . . . . . . CTLO4
Text . . . . . . . . . . . .0 Comm Adapter
Type-model . . . . . . . . . : 290B-001

Serial number . . . . . . . : 00-00000
Part number :

Location : UB203.E4A.xxxxx-V3-C2

Logical address:

SPD bus:
System bus 255
System board 128

More. ..

Press Enter to continue.

Figure 4.1-3
This means that the hardware resource that needs to be specified in the NWSD, is CTL04.

Please make sure you also add the Virtual SCSI Server adapter to the partition profile — so it will stay
available after re-activation of the partition. On your IBM i Host partition you should use Configuration —
Manage Profiles and add the Virtual SCSI Server adapter for the same slot — in a later stage you can
change the connecting partition. This is shown in Figure 4.1-4 on the next page.
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Lodical Partition Profila Properties: first setup & 01-Host IBM | 6.1 & Servar-0203-E4A-5 D1-Host IBM i 6.1

General | Processars  Hamory A0 Im:':‘ln“ Emlhq Sattings m:: Host Ethemet Adapters E%ONI dptiConnect
[astions «]

Wirtual resowrcas allow for the shanng of physcal hardware between logical parttions. The current virtual adapter 2etungs ane listed below.

Maximum virtual adapters * 10

Numbar of virtual adaptars : 3

= [P LF) (2] [ wer Slict ACtiOn - 3]
.sﬂh:t - | Type ~ |adapter 10~ | Connecting Partition ~ | Connedting Adapter ~ | Required = |

(m Sarvor 508 2 (2) z Mo
[ Sarvar Sarial 0 £ny Parttion Any Partition Slok Yas
L= Sarvar Sarial 1 &ny Parttion vy Partition Slok WaE

Total: 3 Filtered: 3 Selected: O

ow_||_Cancs || Help |
Dot e 3 W Dstie
Figure 4.1-4
Figure 4.1-4 shows the Virtual SCSI Server adapter added to the Partition Profile.
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4.2 Create an IBM i Client partition using the HMC
Next is to create an IBM i Client partition — this is done using the HMC using the following steps.

In the HMC navigate to Systems Management — Servers and select the System on which you want to
create the IBM i Client partition. Click Configuration — Create Logical Partition — Click IBM i.

This will start the Create Logical Partition wizard:

!

U Create Lpar Wizard : Server-8203-E4A- - Mozilla Firefox
https: [ thmcfhmecfcontent?taskId=158R¢refresh=267 ﬁ |

Create Lpar Wizard : Server-8203-E4A-% ©

Create Partition
—* Create Partition

Fartition Profile

Thizs wizard helps you create a new

Fro 13 Settings logical partition and a default profile far

Memory Settings it. You can use the partition properties
v ’ 2 or profile properties to make changes

Lo after you complete this wizard.

Virtual Adapters To create a partition, complete the

Logical Host Ethernet Adapters (LHEA) fallawing information:

CptiConner

Tagged I/0
j;.; System name :  Server-8203-E44-
Optional .

Profile Surnmary Partition ID |2 |

Rartition name @ (g2 _1gmi client |

_Cancel | | Help |

Done hme (| @ | Disabled

Figure 4.2-1
Specify a Partition ID and Partition name and click Next
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Next is

the Partition Profile window:

5

G Create Lpar Wizard : Server-3203-E4A- - Mozilla Firefox |;;| |§ E

!

https: fihrmefhmefwcl T4e2d ﬁ |

Create Lpar Wizard : Server-8203-E4A-§ el
Partition Profile

+" Create Partition
—> Partition Profile
Fre - _ & profile specifies how many

Fro 1g Settings processors, how much memory, and
Slererr Seire which IfO devices and slots are to be
. . allocated to the partition,

Every partition needs a default profile,
_ _ Y To create the default profile, specify the
Logieal Host Ethernet Adapters (LHEA) Rl iisl=Rlgiislaii=1a 1= S I

Virtual Adapters

OptiConnect Settings
Tagged IO System name: Server-8203-E4A-

Optional Settings

Profile Surnmary Partition name: 02 - IBM i Client
Partition ID: 2
Profile narme:  [first setup |

This profile can assign specific resources
to the partition ar all resources to the
partition. Click Mext if you want to
specify the resources used in the
partition, Select the option below and
then click Mext if yvou want the partition
to have all the resources in the system.

[ Use all the resources in the system,

| < Back | | Mext = | | Cancel | | Help |

Dane hmc & @ Disabled

Figure 4.2-2

Specify a Profile name and click Next
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Next is the Processors window:

Choose ong of the processing modes below.

E shared
Assign partial pracessor urits fram the shared prooessar poaal.

O Dedicated
Assgn anbfg processors that can only be used by the partibon.

fou can FSEign entire processors to your partison for dedicated use, or
YU CEf FELiGn pArtal procedsor wnitd fram the shared pracessor pool.

For example, 50 or 1.25 processor wnits can be assigned to the pamition,

[ e ] @

Dot

Figure 4.2-3

For this guide Shared was selected. Click Next to advance to the Processing Settings window:

Prnuess Settings

Specify the dasirad, minimum, and Maximum procEssing
SEttings in the felds below.

Total usable processing uniks: 1.00

Minimum promassing units * |l].l.

Desirgd processing units: *foa]

Mlaximiam processing wnits: *los
Shared processor pool: DefautPacl (0) =
irtal processors

Mirsnum procsssing urmts réguiread 0,10
for each wirtual procassar:

Mirsmum virtual processors: Ia
Dasrad wirtual procassors: ‘[1
Mazimaum wirtual processors: It
O uncagped

Weaght I

Figure 4.2-4

Complete the entry fields and click Next
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Next is the Memory Settings window:

| @ Croato Lpar Wizard : Sorvar 8203 E44 W+ - Mazilla Firafox e
| G | 42d ]

ar Wizard : Servar-0203-E4A-55

Memory Settings
Physical Mamory
Installed Mamory B142
Currant memary avalable for Paribon usage (MB) 7712
Minimum Mamoey | = lad ra
Dlndh ¥ [o Gﬂ:gsﬁ g &
F ; =
EEirn emary [z g GR g g B
2] M
Famiim Memory |4 — GB o - Me

:ml Hext > m v.‘.:unwll ILﬂLI

Dene e [ @
Figure 4.2-5
Complete the entry fields and click Next. You will advance to the 1/0 window:
| @ Crooto Lpar Wizard : Survar.8203.4- Wi 4  Mazilla Firafux LoE
7 et e tenc e 4o )

ar Wizard : Servar-8203-E4A-800 08
1/0
Physical 1,0

Detadad below e the phyhical IO resources for the mansged Syatern. Selact which sdapters frafm
the list you would like induded in the profile and then add the adapbers to the profile as Desired or
Required, Chck on an adapter to view more detaded adapter mformation.

Add o required || Add a8 desirnd || Ramove |

& o 4P S [f (P | [ select acton - [x]

Solect = | Location Code ~ | pescription ~ |added ~ |Bus ~ | |
O UTESC 001 S0 i-P1-T2 PCI-5 DDR Dual - 24 3Gk 545 RAID Adapter 512
O U7ESC001 SOl e-F1-T7 Universal Serial Bus UHE Spec 513
0 uresc.00)Sosesss pl-C4 Empty shok 514
0 JTEOC 001 DORESIS-P1-CS Empty slot 515
O U72oC 001 DOREs -P1-C1 PCI 2-Line WAN w/Modem 516
0 u7ecC.0010008NM-P1-C2 Empty shok 517
O u7e%c00] SOnesal1-C9 SCSI bus controller 518
O u7Boc00]oseses Pl1-C3 Empty skt s10

Total: 8 Filterad: 8

Dione e () @

Figure 4.2-6

If you only have 1 physical NIC in your system (and no HEA installed), you will need to use Virtual
Ethernet adapters and configure IP forwarding or NAT. When the IBM i Host partition is running
V7R1-TR3 you can leverage Ethernet Layer-2 bridging - check IBM i Support: Software Technical
Document: 622246891 and 469464744

Make your selections and click Next (For this guide no Physical I/O was selected).

Please note that if your IBM i Host partition providing the virtual storage is NOT running from the
embedded disk adapter in the CEC, you will need to add/select your external DVD player.
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You will advance to the Virtual Adapters window:

“irtual resources allaw far the tharing of physscal handware between logical partitions. The current virtual
adapter settings are listed below.

Mairmumn vrual adapbears *la
Munber of virtwal adapters : 2

ea ka FINENC: - S@lgct Action - ]

|Select ~ | Type ~ | adapter ID ~ | Connecting Partition ~ | Connedting Adapter ~ | Required ~ | |
o server 3enal 0 Sy Partean any Parttion Slot ves
[ Server Serial 1 Sy Partton Bavy Pactition Shot Yes

Total: 2 Filtered: 2 Selected: O

e [ i, Drtablent

Figure 4.2-7

Using the Actions drop down you must create the Virtual SCSI Client adapter which is shown in Figure

4.2-8

hw Tar the tharing of physscal hardware between logical partitions, The current virtual
Etharmet adapter...

*
Fibre Channel Adapter... |10
.'=. L Adaptar, .. !
Adapter... E
|Select ~ | Type ~ | adapter ID_ ~ | Connecting Partition ~ | Connedting Adapter ~ | Required ~ | |
o server 3enal 0 Sy Partean any Parttion Slot ves
& Server Senal 1 Ay Partitian vy Pastition Slot Vs

Total: 2 Filtered: 2 Selected: O

pvascrptmereiltel suchictiond); te 3 W@ Dities
Figure 4.2-8
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This will open a new window:

U RSHMC: 15405 - Mozilla Firefox

https: f thme b fwclf T4ebs

Create Yirtual SCSI Adapter - Server-8203-E4A-

- -

virtual SCSI adapter
Adapter

Type of adapter :

l |

|Clier‘|t

Server partition - n) oot 1M 5.1(1) |j| System V10S Info... |

Server adapter ID : |2 |

| ok | cancel | Help |

I

Cione hrnc O Cizablad

Figure 4.2-9

Set the Type of adapter to Client and mark checkbox for This adapter is required for partition activation.

For Server partition select the name for the IBM i Host partition in which you have created the Virtual
SCSI Server adapter. The value in Server adapter ID should match the Virtual SCSI adapter number
selected in Chapter 4.1 Dynamically add the virtual SCSI Server adapter to the IBM i Host partition

And click OK.

(In this guide the Virtual SCSI server adapter was in slot 2 — see Figure 4.1-1)

You will return to the Virtual Adapters window, and the Client SCSI adapter should be listed there:

| @ Croato Lpar Wizard : Sarvar £203.E4A S+ - Mazilla Firefox

B bt e e Tt
ar Wizard : Servar-0203-E4A- 0w s
Virtual Adapters

[Bctionz =]

adaptar settings are listed below.

Wrtwal resourcs allaw far the thanng of physstal hardware between logical partitions, The eurrent virtual

Mairmumn vrual adapbears *la
Mumber of virbeal adapters : 3
F£ 1@ £ &) || - selec action - [x]
Selact ~ | Type ~ | Adapter ID ~  Comnecting Partition ~ | Cannecting Adapter ~ |Required = | |

L= Clienkt 5C5I_ |2 D1-Host 1BM | 6.1(1) 2 Yes
L& Sarver Senal 0 Ay Parian any Parttion Slot Tes
C Sorwir Senal 1 Arry Partshan Ay Partition Slat Wi
Total: 3 Filtered: 3 Selected: O
< back | | wext > | BTN | canced meln_|
it bt fheec e T4ebS# heee [ @

Figure 4.2-10

Click Next to advance to the Logical Host Ethernet Adapters (LHEA) window as shown on the next page.
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Depending on your machine type and model of the Power System, the system was equipped with a Host
Ethernet Adapter :

sk

Logical Host Ethernet Adapters (LHEA)

To configura & Logical Hast Etharnet Adaptar (LMEA) far this partition profile, saled an HEA physical part in the
tabde balow and then dick Configure to enter the appropniabe information. Select Reset to undo this.

Select Physical Port Location Cades  Physical Port 1D Part Group Logical Port 10s | Alloveed VLAN 1Ds |

C | U789C, 001 DeNNs-P1 - C7-T1 0 1
C | U789C D01 SSeie-P1 - C7-T2 1 1
| Raiat |

< | M _concel | o |

| Dens

bee [ @ Dt

Figure 4.2-11

If applicable, Add the preferred physical port in order to have an Ethernet adapter available in your

client partition. If you do not have any dedicated NIC available for the client partition you can use layer-2
bridging (see page 19).

Click Next to advance to the OptiConnect Settings window:

Tou may set the OptiConnect settngs
befgw or just dick Next bo skip thes sbep.

Use virbual CpbConnect

O e High Speed Link {H5L) OpbiConnet

| < back | | Hext > m:k‘.mnﬂ w

= heoe O N Diosbies

Figure 4.2-12

Click Next to advance to the Tagged I/O window as shown on the next page.
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| @ Creata Lpar Wizard ; Sarvar 1203 E4A Sesmass - Mozitla Firefox |~ | 0[]

7 e rencpesi ez

Create Lpar Wizard @ Server-B203-E4a Sl o

Load souroe

Chent SCEI Slok 2

Clignt ©CEI Slok 2

Consale

Alternate console

Hong

Operations Consale

Hong

< back | | et > | QO] | cancel | | mep |

Tagged 1/0 —|

Tapged /O devices for this partition
profide are detailed balow,

Mlaleraate redtart device

Hardware Management Consoby

=l

B

Dot

here [}

]

Figure 4.2-13

This is where you specify the Load source, Alternate restart device and Console.

For Load source select the Client SCSI Slot defined in Figure 4.2-9. When your IBM i Host partition runs
on the disks in the CEC, you can select the same Client SCSI Slot for Alternate restart device — this will
make the internal DVD available too (because it is attached to the same adapter as your disks).

When your IBM i Host partition is not running on the embedded disk adapter, there are 2 options:

1) Select the adapter that has an external DVD attached if you have one.

2) Virtualize the internal DVD in the CEC through an additional virtual SCSI host / client adapter
combination (between IBM i Host partition using the embedded controller in the CEC and a
second Client SCSI slot in your Client partition). The redbook IBM i 7.1 Technical Overview has a
chapter called “Virtualizing an optical device to IBM i client partitions”.

For Console select Hardware Management Console.

Click Next
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You will advance to the Optional Settings window:

Salck sptional $etmgs for this partitien prafle uding the helds below,
[ Enable connection moniaring
[ suomatically start with managed system
[0 Enable radundant arror path reposting

[0 Enatile Electranically report errors that cawse partition bermination or reguire attention

Figure 4.2-14
Click Next to advance to the Profile Summary window:

This is a summary of the partition and profie. Click Finish to
wreata the partiion and profile. Te change any of your
chaices, click Back. You can see the details of the physical
1/0 devices you chose by cheking Details,

“fou can modify the profile or partition by using the parttion
progertEs ar prafile properes after you complete

Partman 10: z
Partitsan name: 02 - IEM | Chant
Partiman anviranmeant: i5/05
Profile nama: first setup
Dtarad memary: 20 GB 0.0 ME
Desired procassing units: 0,10
Physical [/ dewvicas: [1] Dataili
Laoad sauroe: Wirtual slot number 2
Locaton code:
Consale: Using the HMC console
Location code:
Alternabe rastart davice: Wirtual slet number 2
Locatan code:
virtual 1/0 adapbers: 0 Ethemat

1 5251

2 Senal

1] Fibre Channel
Desred Huge Page Memary: 0,0 Pages

(< ok | SO [rel] oot | s |

[ ez i. Dbl

Figure 4.2-15
Click Finish on the Profile Summary window and this will create your IBM i Client partition.

Once the partition is created you will return to the Systems Management screen on the HMC:
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Figure 4.2-16

Now is a good time to check the Virtual SCSI Server adapter again in the Partition Profile for the IBM i
Host partition. Please do so and check that this Server SCSI adapter matches with the SCSI Client

adapter in the IBM i Client partition.
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4.3 Create a Linux Client partition using the HMC

Next is to create a Linux Client partition — this is done using the HMC using the following steps.

In the HMC navigate to Systems Management — Servers and select the System on which you want to
create the Linux Client partition. Click Configuration — Create Logical Partition — Click AIX or Linux.

This will start the Create Logical Partition wizard:

@ Create Lpar Wizaed : Asura - lbazills Fieefox: IBM Edition. I3 ol

his wizard helps you create a new logical partition and a
efault profile for it. You can use the partition properties
r profile properties to make changes after you complete
this wizard.

To create a partition, complete the following information

Profike Summary
System name :  Azura

Partition 1D : 2

Partition mame : [| jnuxClient

| < eack | NTES Concel
Figure 4.3-1

Specify a Partition ID and Partition name and click Next

@ Create Lpar Wizaed : fizura - Mocila Firefox: 1BM Edition =&

@ ittgs/ticine.nlibmueom hmefwel T225 »

A profile specifies how many processors, how much
memory, and which 1/O devices and slots are to be
allocated to the partition.

Every partition needs a default profile. To create the
Virtual Adapters default profile, specify the following information :

Profile Summary

System name: Azura
Partition name: LinuxClient
Partition ID: 2

Profile name:  [first_setup

This profile can assign specific resources to the
partition or all resources to the partition. Click Next if
you want to specify the resources used in the
partition. Select the option below and then click Next
if you want the partition to have all the resources In
the system.

! Use all the resources in the system.

<Back | | mest > | IGTET] | cancel |

Figure 4.3-2

Specify a Profile name click Next
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Next is the Processors window:

@ Create Lpar Wizaed ; Azura - Mezills Firefo 1BM Edition i &,

B Fttpeicine alibrucomyhme el TS -

Create Lpar Wizard : Azura
Processors

You can assign entire processors to your partition for dedicated use, or
you can assign partial processor units from the shared processor pool.
ll Choose one of the processing modes below.

® Shared
Assign partial processor units from the shared processor poaol.
For example, .50 or 1.25 processor units can be assigned to the partition.

Dedicated
Assign entire processors that can only be used by the partition,

< Back | | mext > | RIS

Cancel

Figure 4.3-3

For this guide Shared was selected. Click Next to advance to the Processing Settings window:

‘ Create Lpsr Wicaed ; Asurs - Mazills Feefoc [BM Edition

(= B e |

@ Fitgedticine.ndibrnucom/hmcfwcl TS

Create Lpar Wizard : Azura
Processing Settings

Specify the desired, minimum, and maximum processing
settings in the fields below.

Total usable processing units: 2.00

I Minimum processing units . |ﬂ.1
Desired processing units: +|_5
Maximum processing units: . |1

irtual processors

Minimum processing units required 0,10
for each virtwal processor:

Minimum virtual processors: *i
Desired virtual processors: *Ih
! Maximum virtual processors: *n
I Uncapped
Weight : |123||)

_<Back | | next> | BETE | cancel

L

Figure 4.3-4

Complete the entry fields and click Next
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Next is the Memory Settings window:

@ Create Lpar Wicerd : Azura - Magilla Firefoe [BM Edition =18

@ hittges! ticing.nlibm.com/hmc/wcl T2225 >

Create Lpar Wizard : Azura

Memory Settings
Physical Memary
Installed Memory 16384
A Current memary avallable far Partition usage (MB) 15808
Mini M = [=]
|n|-mum emory |0 g GB [128 g ME
Desired Memory [ e GB [128 = ME
& | L
Maximum Memory [g =GB 128 =] MB

Profile Summary

<Back | | mext> | JES] | cancel

Figure 4.3-5
Complete the entry fields and Click Next. You will advance to the 1/O window:

@ Create Lpar Wizsed : Azura - Mozills Firefoec IBM Edition =R

@ ritpeeicine.nlibrucomn hmewcl TEE2S ”

Create Lpar Wizard : Azura
I/0

Physical 170

Detailed below are the physical [0 resources for the managed system. Select which adapters
from the list you would like included in the profile and then add the adapters to the profile as
Desired or Required. Click on an adapter to view more detailed adapter infermation.

|_Add as required | Add a5 desired || Remove |

dapters
I Settings L= L] N N --- Select Action --- =

s Ty ‘Select Location Code ~ Description ~ Added ~ Bus -/

U787A,001 DPMOYMS-P1-C1  Storage controller

U787A.001 DPMOYMS-P1-C2  Empty slot

UZ787A,001, DPMOYMB-P1-C4  Ethernet controller

U787A,001, DPMOYMB-P1-T5 PCI 10/100/1000Mbps Ethernet UTP 2-port

U787A.001,DPMOYMB-PL-T?  Universal Serial Bus UHC Spec

U7ETA. 001, DPMOYME-P1-C3  PCI 2-Line WAN w/Modem

U787A,001, DPMOYME-P1-C5  Storage controller

U787A.001. DPMOYMS-P1-C6  PCI I/O Processor

U787A,001 DPMOYME-P1-T10 PCI RAID Controller

U787A.001 DPMOYMB-P1-T12 Other Mass Storage Controller
Total: 10 Filtered: 10

(Y]

oW W oW W NN NN

< Back | | next > | BEIIH] | cancet

Figure 4.3-6

If you only have 1 physical NIC in your system (and no HEA installed), you will need to use Virtual
Ethernet adapters and configure IP forwarding or NAT. When the IBM i Host partition is running
V7R1-TR3 you can leverage Ethernet Layer-2 bridging - check IBM i Support: Software Technical
Document: 622246891 and 469464744

Make your selections and click Next (For this guide no Physical I/O was selected).

Please note that if your IBM i Host partition providing the virtual storage is NOT running from the
embedded disk adapter in the CEC, you will need to add/select your external DVD player. Another option
is to leverage Virtual Media installed in your IBM i Host partition.
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You will advance to the Virtual Adapters window:

@ Create Lpar Wizsed : Azurs - Mozills Firefoo: 1BM Edition ==

Vucinelibmucemhmc v Ll
& hitpsicine.nli 11325

Create Lpar Wizard : Azura
Virtual Adapters

Actions =

Virtual resources allow for the sharing of physical hardware between logical partitions, The current
virtual adapter settings are listed balow.

Maximum virtual adapters : ' [10
Number of virtual adapters : 2
Optional Sertings
Profile Summary BRGENPR AN 2 --- Select Actlon - ~
Select Type ~ Adapter ID ~ Server/Client Partition ~ Partner Adapter ~ Required ~
[T Server Serial 0 Any Partition Any Partition Slat ~ Yes
[ Server Serial 1 Any Partition Any Partition Slot Yes

Total: 2 Filtered: 2 Selected: 0

< Back | | next> | JENE | canced

Figure 4.3-7

Using the Actions drop drown you must create the Virtual SCSI Client adapter which is shown in Figure
4.3-8

Virtual Adapters

Actions =

Create Virtual Adapter »
Edit

Ethernet Adapter...

Fibre Channel Adapter...

Bn logical partitions, The current

i o 1o 1 Properties SCSI Adapter... ||
=3 virtual Adapters Delete Serial Adapter...
Optional Sertings Advanced L4 £
ofile Summany =INL=IBEDNERF:ID= --- Select Actlon --- =
Select Type ~ Adapter ID ~ Server/Client Partition ~ Partner Adapter ~ Required ~
[T Server Serial Any Partition Any Partition Slat  Yes
[~ Server Serial 1 Any Partition Any Partition Slot Yes

Total: 2 Filtered: 2 Selected: 0

_<Back | | next > | JENFTH] |_cancel |

Hp\uscﬁpl:mmuhemen:l‘Mml};

Figure 4.3-8
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This will open a new window:

W@ Ficino: ALK or Lings - Mogills Firefos BEM Edition = E
B kg ticinenlibrucom i fwec T2 22 3

Create Virtual 5C5I Adapter - Azura

Virtual SCSI adapter
Adapter : - 4!

Type of adapher :  [p =

¥ This adapter is required for partition activation.

Server partition : o) yam i host(1) *| _system vios mnfo... |
Server adapter ID : [5
ok | cancel | Help |

Figure 4.3-9
Set the Type of adapter to Client and mark checkbox for This adapter is required for partition activation.

For Server partition select the name for the IBM i Host partition in which you have created the Virtual
SCSI Server adapter. The value in Server adapter ID should match the Virtual SCSI adapter number
selected in Chapter 4.1 Dynamically add the virtual SCSI Server adapter to the IBM i Host partition

And click OK.
(In this guide the Virtual SCSI server adapter was in slot 2 — see Figure 4.1-1)

You will return to the Virtual Adapters window, and the Client SCSI adapter should be listed there:

& e

@ Witgeticine rlibmocomn hmeSwel T3caT -

|
Virtual Adapters

Actions =

Virtual resources allow for the sharing of physical hardware between logical partitions. The current
virtual adapter settings are listed below.

= Maximum virtual adapters : '|1g
i 1F:
St Number of virtual adapters : 3
Optional S 5 I|
Profile Summarny L =N L N N NN = --- Select Actlon --- =
Select Type ~ Adapter ID ~ Server/Client Partition ~ Partner Adapter ~ Required -~
[ CllentSCSI 4 01-1BM | host{1) 2 Yes
[T Server Serial 0 Any Partition Any Partition Slot Yes
" Server Serial 1 Any Partition Any Partition Slot  Yes

Total: 3 Filtered: 3 Selected: 0

< Back | | Mext > | BN | cancel

Figure 4.3-10

Use the Actions drop drown again to create a Virtual Ethernet Adapter which is shown in Figure 4.3-11
on the next page
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@ Create Lpar Wizerd : zurs - Mazills Firefoo: [BM Edition = @ =

B Rt Ricinordibmucom hmcconkend Masklid= 1598 refveshi= 251 -

Create Lpar Wizard : Azura
Virtual Adapters

Actions =
Create Virtual Adapter »  Ethernet Adapter...

Edit Fibre Channel Adapter... F" logical partitions. The current
Properties SCSI Adapter...
- Delete Serial Adapter...
Optional Settin Advanced 13 £
Profile Summany ﬂ T '? j? F --- Select Action --- -
Select Type ~ Adapter ID ~ Server/Client Partition ~ Partner Adapter ~ Required = |
[T Cllent SCSI 4 01-IBM | host{1) 2 Yes
[T Server Serial 0 Any Partition Any Partition Slot  Yes
[T Server Serial 1 Any Partition Any Partition Slot Yes

Total: 3 Filtered: 3 Selected: 0

_<Back | | mext> | BTN | cancel |

Figure 4.3-11

This will open a new window:

@ ticino: AL cor Linue - Mozilla Fine$o: 1BM Edition =&

M witpe) ticinerdibarucom hmowel T3c22 -

Create Virtual Ethernet Adapter - Azura
General

Virtual ethernet adapter
Adapter 1D : . |3

Port Virtual Ethernet: *|[4 View Virtual Network... | |

¥ This adapter is required for virtual server activation,

TIEEE Setings

Select this option to allow additional virtual LAN 1Ds for the adapter.
B IEEE 802.1q compatible adapter

Shared Ethernet Settings

Select Ethernet bridging to link (bridge) the virtual Ethemnet to a physical
network

L Use this adapter for Ethernet bridging
oK | cancel || Help |

Figure 4.3-12

Select a free slot for the Virtual Ethernet adapter id and match the Port Virtual Ethernet value with the
one you are using in your IBM i host partition (to have a VLAN between your partitions) and mark
checkbox for This adapter is required for virtual server activation.

And click OK.
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You will return to the Virtual Adapter window as shown in Figure 4.3-13.

Check that it shows the adapters you have added in the previous steps and that Yes is shown in the
Required column

@ Create Lpsr Wizard ; Azurs - Mozills Farefoc [BM Edition = & B

W hittges/ Ricinerd ibmucomn hmo el T 0eS -

Create Lpar Wizard : Azura

Virtual Adapters

Actions »

Virtual resources allow for the sharing of physical hardware between logical partitions. The current
virtual adapter settings are listed below.

Maximum virtual adapters : "l 10
Mumber of virtual adapters : 4
Profile Summany E n ‘:—‘ '? _ﬁ F --- Select Actlon --- =

Select Type ~ Adapter ID ~ Server/Client Partition ~ Partner Adapter ~ Reguired ~
[T Ethernet 3 N/ A WA Yes
[T ClientSCSI 4 01-1BM i host{1) 2 Yes
[T Server Serial 0 Any Partition Any Partition Slot Yes
[T Server Serial 1 Any Partition Any Partition Slot Yes

Total: 4 Filtered: 4 Selected: 0

_<Back | | nexe> | BETTN | cancel |

Figure 4.3-13

Click Next to advance to the Optional Settings window:

@ Create Lpar Wizsed ; Azura - Mogills Firedow: IBM Edition ==

@ kit ticine.nlibmusonn e e T3S -

Create Lpar Wizard : Azura

Optional Settings

Select optional settings for this partition profile using the
fields below.

Il Enable connection monitoring |
1 automatically start with managed system

Prafile ¥ 71 Enable redundant error path reporting

Boot modes

= MNormal
System Management Services (SMS)
Diagnostic with default boot list (DIAG_DEFAULT)
Diagnostic with stored boot list (DIAG_STORED)
Open Firmware OK prompt (OPEN_FIRMWARE)

_<Back | | wext > | IETE] | cancel |
Figure 4.3-14

Click Next to advance to the Profile Summary window shown in Figure 4.3-15 on the next page.
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@ Create Lpse Wizsed : Azura - Mozl Firefor: [BM Edition [ES =

g ticine. nlibmosom e L T2E2E C

Create Lpar Wiza Azura
Profile Summary

This Is a summary of the partition and profile, Click Finish to
create the partition and profile. To change any of your choices,
click Back. You can see the details of the physical /O devices
you chose by clicking Details,

You can modify the profile or partition by using the partition
+" irtugl adapters properties or profile properties after you complete this wizard.

" Dptional Settings

Partition 1D: 2
=3 Profile Summary Partition name: LinuxClient
Partition envirenment: ADX or Linux
Profile name: first_setup
Desired memory: 4.0 GB 1280 MB
Desired processing units: 0.50
Physical I/O devices: L] Details
Boot mode: NORMAL

Virtual I/O adapters: 1 Ethernet

1 SCSI

2 Serial

] Fibre Channel

Finish | Cancel |

Figure 4.3-15
Click Finish on the Profile Summary window and this will create your Linux Client partition.

Once the partition is created you will return to the Systems Management screen on the HMC as shown in
Figure 4.3-16:

@ ticinc: Hardware Management Console Workplace (VTRT.AULL) - Moxilla Firefion: BEM Edition . =l

I B hotpsicing.nl Bmocom R o

root | Help | Lagoft

Systems Managemeni > Servers > Azura

£ Weleame B o 22 2 ) (] mer Tasksw | Viewsw
=} | Sﬁmmﬂliﬂiwﬂlm 55 JName ~ |ica | staws AJ.P'“I." AJuemo.. A ;mpﬂ ~ | Emvironmment AJR'E': o AJGSWMM AJ
B 1 Servers T = =
Azura [ B orsminost 1 Runing 15 SEBMIVIRT  BMi 00000000 1BM i Licensed intemal Gode 7.1.0
B ) Custom Groups B unwcent 2 Mat Activated ] 0 AL or Linux 00000000 Unknown

[“. System Plans Max Page Size: | 250 Total 2 Fikered: 2 Selected: 0

E HMC Management i

E‘:I, Serviee Management =

(] Updates
. i '
Tasks: Azura @ @ | [
Froperties
B Operations
Power Off
B LED Status

Schedule Operations
m Launch Advanced System Management (ASM)
B Utilization Data
| : 1 | Rebuid
Change Password -

Tranadexting data from ticing.nkibm.com..

Figure 4.3-16

Check that the Server SCSI adapter you created in your IBM i host partition matches the virtual Client
SCSI adapter in your Linux Client partition.
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5. Create objects needed in the IBM i Host partition

This section explains how to create the objects needed in the IBM i Host partition that will be used by the
Client partition (IBM i or Linux). The steps need to be done from within the IBM i Host partition and are
independent of the virtualization configuration interface used (VPM or HMC).

You will create 2 objects in the IBM i Host partition:

e A Network Server Description — describing the client LPAR and the Operating System it will run
(IBM i or Linux).

e A Network Server Storage Space — this will be the (virtual) disk to the Client partition.

The Network Server Administration (NWSADM) menu can guide you to the various network server tasks.
These tasks include working with network server storage spaces, and configuring, starting, and stopping
a network server. When you type GO NWSADM you will get the menu as shown in Figure 5-1.

NWSADM Network Server Administration
System:
Select one of the following:

Configure a network server

Start a network server

. Stop a network server

. Work with network server storage spaces

Dsw N -

10. Change network server attributes
11. Change network server user attributes
12. Work with network server user enrollment

20. Work with network server status
30. Submit a network server command
More. ..

Selection or command
===>

F3=Exit F4=Prompt F9=Retrieve Fl2=Cancel Fl3=Information Assistant

Figure 5-1

5.1 Which Operating System will run on the Virtual Server (NWSD)

Several parameters in the Virtual Server object are specific to the Operating System it will run.

This means that you will need to set those Network Server type parameters accordingly. Use one of the
following Chapters (5.1.1 or 5.1.2) in order to create the correct NWSD for IBM i or Linux.
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5.1.1 Create Virtual Server (NWSD object) for an IBM i Client LPAR

Using a 5250 screen in the IBM i Host partition, issue the following command:
CRTNWSD - followed by function key F4

Complete the parameters from the screenshots (Figure 5.1.1-1 — Figure 5.1.1-4) that show the > sign.

Depending on whether VPM (Virtual Partition Manager) or the HMC was used, the value to specify for the
RSRCNAME parameter:

VPM: the virtual SCSI server adapter was created automatically — the resource was created and

identified in Chapter 3.2 Create an IBM i Client partition using VPM (Figure 3.2-6)

HMC: the virtual SCSI server adapter was added to the Host partition (and identified) in Chapter

4.1 Dynamically add the virtual SCSI Server adapter to the IBM i Host partition (Figure 4.1-3)

Create Network Server Desc (CRTNWSD)

Type choices, press Enter.
Network server description NWSD > ICLIENT1
Resource name . RSRCNAME > CTLO4
Network server type: TYPE

Server connection . > *GUEST

Server operating system > *OPSYS
Online at IPL ONLINE *YES
Vary on wait VRYWAIT *NOWAIT
Shutdown timeout SHUTDTIMO *TYPE
Partition PARTITION *NONE
Partition number PTNNBR > 2
Code page .. CODEPAGE *LNGVER
Server message queue MSGQ *JOBLOG

Library .
Pool identifier POOL *BASE

More. ..
F3=Exit F4=Prompt F5=Refresh Fl2=Cancel F13=How to use this displav
Figure 5.1.1-1

Create Network Server Desc (CRTNWSD)
Type choices, press Enter.
TCP/IP port configuration: TCPPORTCFEG
Port .. *NONE
Internet address
Subnet mask Coe e
Maximum transmission unit
Gateway address Coe e
+ for more values
TCP/IP route configuration: TCPRTE
Route destination *NONE
Subnet mask
Next hop Coe e
+ for more values
TCP/IP local host name TCPHOSTNAM *NWSD
More. ..
F3=Exit F4=Prompt F5=Refresh Fl2=Cancel F13=How to use this display
Figure 5.1.1-2
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Create Network Server Desc (CRTNWSD)

Type choices, press Enter.
TCP/IP local domain name . . . . TCPDMNNAME
TCP/IP name server system . . . TCPNAMSVR

+ for more values
Restricted device resources . . RSTDDEVRSC

+ for more values
IPL source IPLSRC
IPL stream file IPLSTMF
IPL parameters IPLPARM
Power control Ce e PWRCTL
Serviceability options . . . . . SRVOPT
F3=Exit F4=Prompt F5=Refresh Fl2=Cancel
F24=More keys

> *PANEL

> *NO

*SYS

*SYS

*NONE

*NONE

*NONE

*NONE

More. ..
F13=How to use this display

Figure 5.1.1-3

Authority
Text 'description'

LPAR ID2'

F3=Exit F4=Prompt

Create Network Server Desc

Type choices, press Enter.

AUT

TEXT >

F5=Refresh Fl2=Cancel

(CRTNWSD)

*CHANGE

'IBM i Client partition using

Bottom

F13=How to use this display

Figure 5.1.1-4

When the NWSD-object is created, the next step is to create a NWSSTG-object. This will be the virtual
hard disk for the IBM i Client partition.
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5.1.2 Create Virtual Server (NWSD object) for a Linux Client LPAR

Using a 5250 screen in the IBM i Host partition, issue the following command:

CRTNWSD —

followed by function key F4

Complete the parameters from the screenshots (Figure 5.1.2-1 — Figure 5.1.2-4) that show the > sign.

Depending on whether VPM (Virtual Partition Manager) or the HMC was used, the value to specify for the
RSRCNAME parameter:

VPM: the virtual SCSI server adapter was created automatically — the resource was created and

identified in Chapter 3.3 Create a Linux Client partition using VPM (Figure 3.3-6)

HMC: the virtual SCSI server adapter was added to the Host partition (and identified) in Chapter

4.1 Dynamically add the virtual SCSI Server adapter to the IBM i Host partition (Figure 4.1-3)

Create Network Server Desc (CRTNWSD)

Type choices, press Enter.
Network server description NWSD > LNXCLN1
Resource name . RSRCNAME > CTLO4
Network server type: TYPE

Server connection . > *GUEST

Server operating system > *LINUXPPC
Online at IPL ONLINE *YES
Vary on wait VRYWAIT *NOWAIT
Shutdown timeout SHUTDTIMO *TYPE
Partition PARTITION *NONE
Partition number PTNNBR > 2
Code page .. CODEPAGE *LNGVER
Server message queue MSGQ *JOBLOG
T1 Library .
Pool identifier POOL *BASE

More. ..
F3=Exit F4=Prompt F5=Refresh Fl2=Cancel F13=How to use this displav
Figure 5.1.2-1

Create Network Server Desc (CRTNWSD)
Type choices, press Enter.
TCP/IP port configuration: TCPPORTCFEG
Port .. *NONE
Internet address
Subnet mask Coe e
Maximum transmission unit
Gateway address Coe e
+ for more values
TCP/IP route configuration: TCPRTE
Route destination *NONE
Subnet mask
Next hop Coe e
+ for more values
TCP/IP local host name TCPHOSTNAM *NWSD
More. ..
F3=Exit F4=Prompt F5=Refresh Fl2=Cancel F13=How to use this display
Figure 5.1.2-2
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Create Network Server Desc (CRTNWSD)
Type choices, press Enter.
TCP/IP local domain name TCPDMNNAME *SYS
TCP/IP name server system TCPNAMSVR *SYS
+ for more values
Restricted device resources RSTDDEVRSC *NONE
+ for more values
IPL source . . . IPLSRC *PANEL
IPL stream file IPLSTMF *NONE
IPL parameters IPLPARM *NONE
Power control . PWRCTL *NO
Serviceability options SRVOPT *NONE
More. ..
F3=Exit F4=Prompt F5=Refresh Fl2=Cancel F13=How to use this display
F24=More keys

Figure 5.1.2-3

Type choices, press Enter.

Create Network Server Desc (CRTNWSD)

Authority AUT *CHANGE
Text 'description' TEXT > 'Linux Client partition using
LPAR ID2'
Bottom
F3=Exit F4=Prompt F5=Refresh Fl2=Cancel F13=How to use this display
Figure 5.1.2-4

When the NWSD-object is created, the next step is to create a NWSSTG-object. This will be the virtual
hard disk for the Linux Client partition.

Document:

Subject:

iVirtualization - IBM iHost and Client LPAR Easy Install Guide v5.03 TR7.doc

iVirtualization IBM i Host and Client LPARs Easy Install Guide

Date: 06-05-2014

Status: Draft
Page 42 of 87



5.2 Create a Virtual Disk (NWSSTG object) for a Client partition

Please plan the size for this NWSSTG object carefully — performance is out of scope in this Quick
Install Guide. Use the documentation referenced under heading Detailed Description on page 4.

The size for the NWSSTG object will impact the %-used in your IBM i Host partition. Another important
thing is that when you try to keep its size close to the amount needed, it will give more options to create
extra copy/copies. You should check the IBM i Information Center item called “Licensed program releases
and sizes” to estimate the size you will need.

When installing IBM i 6.1, together with the following common set Licensed Program Products (5761-SS1
opt.3, 5761-SS1 opt. 12, 5761-SS1 opt.30, 5761-SS1 opt.33, 5761-SS1 opt.34, 5761-DG1, 5761-JC1,
5761-JV1 *base, 5761-JV1 opt.8, 5761-JV1 opt.11, 5761-TC1 and 5761-XW1 *base) the total storage
needed for these parts sums up to about 11000MB. This is also the amount when installing IBM i 7.1
together with the V7R1 versions of the above LPPs.

With temporary PTFs applied this will be more — so please PLAN.
Use the following command: CRTNWSSTG - followed by function key F4
Figure 3-6 shows you the values that were used for this guide (IBM i 6.1.1 client)

Please note that the NWSSIZE parm was set to 25600 (25GB), so that when you install the
previous mentioned IBM i 6.1 LPPs (incl. the fixes), the percentage used in the Client partition will
be around 70%.

Create NWS Storage Space (CRTNWSSTG)

Type choices, press Enter.

Network server storage space . . NWSSTG > GOLDEN611

Size . . . . . . . . . . . . . . NWSSIZE > 25600

From storage space . . . . . . . FROMNWSSTG *NONE

Format . . . . . . . . . . . . . FORMAT > *OPEN

Data offset . . . . . . . . . . OFFSET *FORMAT

Auxiliary storage pool ID . . . ASP 1

ASP device . . . . . . . . . . . ASPDEV

Text 'description' . . . . . . . TEXT Virtual disk with IBM i 6.1.1

Bottom
F3=Exit F4=Prompt F5=Refresh Fl2=Cancel F13=How to use this display
F24=More keys

Figure 5.2

When this has finished you can look for a directory with the same name as your NWSSTG-name under
the /QFPNWSSTG file system.

You can check this by using the command: WRKLNK DSPOPT(*ALL) and navigate to /QFPNWSSTG
etc.
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5.3 Attach the Virtual Disk to the Server Description and make it
available

When the NWSSTG object is created you will need to attach it to the NWSD object. This is done via
WRKNWSSTG command. This will list all the Network Server Storage Spaces in the IBM i Host partition.

Type WRKNWSSTG and press ENTER.

The Work with Network Server Storage Spaces screen will be shown — see Figure 5.3-1

Work with Network Server Storage Spaces
System:
Type options, press Enter.
1=Create 2=Change 3=Copy 4=Delete 5=Display 6=Print 10=Add link
l11=Remove link
Link Stg
Opt Name Server Seq Type Access Path
10 GOLDENG611
Bottom
Parameters or command
===>
F3=Exit F4=Prompt F5=Refresh F6=Print list F9=Retrieve
Fll=Display disk status Fl2=Cancel Fl7=Position to

Figure 5.3-1

Use option 10=Add link in front of the storage space you have just created — this will prompt the
ADDNWSSTGL command :

Add Server Storage Link (ADDNWSSTGL)

Type choices, press Enter.

Network server storage space . . NWSSTG > GOLDENG611
Network server description . . . NWSD > ICLIENT1
Dynamic storage link . . . . . . DYNAMIC *NO

ACcesS . « .+« « +« « « « « « < . . ACCESS *UPDATE
Drive sequence number . . . . . DRVSEQNBR *CALC
Storage path number . . . . . . STGPTHNBR *DFTSTGPTH

Bottom
F3=Exit F4=Prompt F5=Refresh Fl2=Cancel F13=How to use this display
F24=More keys

Figure 5.3-2

Specify the NWSD (Virtual Server) created earlier (ICLIENT1 or LNXCLNT1) - matching the Operating
System / Partition you plan to install/run.

The following screenshots do show an IBM i Client partition, but the commands and steps can
also be used for a Linux Client partition
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When the command completes, you will return to the Work with Network Server Storage Spaces screen,
and it should list the name of the virtual server to which the Storage Space is linked to:

Work with Network Server Storage Spaces
System:
Type options, press Enter.
1=Create 2=Change 3=Copy 4=Delete 5=Display 6=Print 10=Add link
11=Remove link

Link Stg
Opt Name Server Seq Type Access Path
GOLDENG611 ICLIENT1 1 *DYN *UPDATE
Bottom
Parameters or command
===>
F3=Exit F4=Prompt F5=Refresh F6=Print list F9=Retrieve

Fll=Display disk status Fl2=Cancel Fl7=Position to
Network server storage space link added.

Figure 5.3-3
Next is to use the WRKCFGSTS *NWS command:

Work with Configuration Status
mm/dd/yy hh:mm:ss
Position to . . . . . Starting characters

Type options, press Enter.
1=Vary on 2=Vary off 5=Work with job 8=Work with description

9=Display mode status 13=Work with APPN status...
Opt Description Status  —mmmmm—————— Job---—----------—-
1 ICLIENT1 VARIED OFF
Bottom
Parameters or command
===>
F3=Fxit Fd4=Promot F12=Cancel F?23=More obtions F?24=More kevs

Figure 5.3-4

Use option 1=Vary on in front of the Network Server and press ENTER to make the objects available
(virtual server and its attached virtual disk).

The status should change from VARIED OFF to ACTIVE:

Work with Configuration Status
mm/dd/yy hh:mm:ss
Position to . . . . . Starting characters

Type options, press Enter.
1=Vary on 2=Vary off 5=Work with job 8=Work with description

9=Display mode status 13=Work with APPN status...
Opt Description Status ~ —o-m————————= Job---—--—--—--——-—-
ICLIENT1 ACTIVE

Bottom
Parameters or command
===>
F3=Exit F4=Promot Fl2=Cancel F23=More ovptions F24=More kevs

Figure 5.3-5

Now the virtual storage for your Client partition is ready for use and it is time to start/activate your Client
partition. Continue with Chapter 6 for an IBM i Client partition or jump to Chapter 10 Starting the Linux
Client partition
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6. Starting the IBM i Client partition and install IBM i

Starting a partition depends on the virtualization configuration interface (VPM or HMC) that was used.
The installation of IBM i in the Client partition is the same for both VPM and HMC and documented in
Chapter 6.3 Installing IBM i in a Client Partition.

The easiest method for installing is to use physical media (CD/DVD), but you can also use an
IMGCLG in the IBM i Host partition. Make sure that you have installed the CD/DVD labelled
“|_BASE_01 Licensed Machine Code” in the DVD drive in the system unit before moving to the
next step.

6.1 Using the Virtual Partition Manager (VPM) to start the IBM i Client
partition

Before you start the IBM i Client partition make sure that you have set up your virtual LAN and
configured the Ethernet Layer-2 bridged network. Refer to IBM i Support: Software Technical
Document : 622246891 or IBM REDP4806.

Type STRSST and sign on with a service tool user profile that has the needed authorities (e.g. the default
user QSECOFR). Within System Service Tools (SST), select option 5. Work with system partitions. In
the Work with System Partitions screen select option 2. Work with partition status.

Work with Partition Status
System:
Type options, press Enter.
1=Power on 3=IPL restart 7=Delayed power off 8=Immediate power off
9=Mode normal 10=Mode manual
A=Source A B=Source B C=Source C D=Source D
Partition IPL IPL Reference
Opt Identifier Name Source Mode State Codes
1 IBMIHOST B Normal Oon
1 2 CLPARIL D Manual Off
F3=Exit F5=Refresh Fl0=Monitor partition status
Fll=Work with partition configuration Fl2=Cancel F23=More options

Figure 6.1-1

Check for IPL Source ‘D’ and IPL Mode Manual and select option 1=Power on for the Client LPAR
(CLPAR1 in this case). When the partition is starting, the DVD device should flash occasionally due to the
reading of the CD/DVD.

Pressing F10=Monitor partition status will automatically refresh the Reference Codes column which
should be advancing to SRC C6xx xxxx

Monitor Partition Status

System:
Partition IPL IPL Sys IPL Reference
Identifier Name Source Mode State Action Codes
1 IBMIHOST B Normal On
2 CLPAR1 D Manual On C600 4031

F3=Exit F9=Include reference code detail Fl2=Cancel

Figure 6.1-2

Start your Operations Console LAN and connect to the IBM i Client LPAR. (Note: When configuring LAN
console, the Target partition value reflects the Partition Identifier value.)

Advance to Chapter 6.3 Installing IBM i in a Client Partition.
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6.2 Using the Hardware Management Console (HMC) to start the IBM
i Client partition
When a new IBM i partition is created the default settings for the boot mode are D-manual. You should

check this by selecting your new IBM i partition on the HMC and select Properties. The Settings tab on
the Partition Properties window should look like the following screen:

& RSHMC: Properties - Mozilla Firefox mER
§ 7 1 hetpsipihechmejwelTafas 7

Partition Properties - 02 - IBM i Client
General  Hardware | Virtual Adapters | Settings | Other
Boot

IPL source: b j

Keylock position:

Manual j
Automatically start with managed system: Disabled

Service and support

Connection monitorng: Disabled
Service partition: Disabled
Redundant error path reporting: Disabled

Electronically report errors that cause partition [ -
termination or require attention: Disabled J

Tagged 10

Load saurce:

Alternate restart:
Consale:

Alternate console:
Operations console direct:

(8] 4 | Cancel ] Help |

Crane hme (& @  Disabled

Figure 6.2-1

The Tagged 1/O selection during the Create Logical Partition wizard designates the DVD drive you should
use (Figure 4.2-13 on page 23).

Make sure that you have installed the CD/DVD labelled “I_BASE_01 Licensed Machine Code” in
the DVD drive in the system unit or external DVD before moving to the next step.
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When you have installed the CD/DVD labelled “I_BASE_01 Licensed Machine Code” you can
start/activate the IBM i Client partition using the HMC:

| @i ne-ps1: Hardware Management Consale Workplace (¥7R7.1.9.2) - Muzilla Firefox B =]
mmwﬂx-m‘m B o, comfhime <onnects mainuFramesat. kp

Hardware Management Console

=) ] ] Systems Management > SENEIS B et e cen
[ weleome B @ %2 7 2 2 [0 [iF] (]rier | Tosks v || views T |
8 0 systems Management Seleet | Mame ~ | RETT » |procsssinguras  ~ |Mamery (CE) ~ | astivaprofite = | Ernirormant ~ |Reterence Code  ~
Bl servers R TR r— hick Acivated 1 8| frst sehipy EMi 00000000
C Blscsscs Chonge Defout Profie: 2 16 ICISA-0Sprofie i 00000000
Dperatons] Profis
catarsin
Harchware Infoemalion
Serviceshity
B custom Groups
I system Plans
B wac anagement
5 Serviee Management
Fupdates
i
Tasks:02. 1BM i Client (0 -
Properties - B Operations @ Hardwiare Infarmstion
Chianige Defat Profis
2 & Configuration B serviceability

Jawascrigt :voki(0);

Figure 6.2-2

When the partition is starting, the DVD player should flash occasionally due to the reading of the
CD/DVD.

You can also check on the HMC for the Reference Codes advancing to SRC C6xx xxxx.

Start a 5250 Console for the IBM i Client partition through the HMC and wait for the following screen to
select the preferred language:

LANGUAGE FEATURE ===> 2924

Figure 6.2-3
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6.3

Installing IBM i in a Client Partition

After selecting the Language Feature wait for the system to advance to the Install Licensed Internal Code

menu:

3. Define al

Selection
1

Licensed Internal
Internal Code (c)
rights reserved.

Install Licensed Internal Code

System:

Select one of the following:

1. Install Licensed Internal Code
2. Work with Dedicated Service Tools

(DST)
ternate installation device

Code - Property of IBM 5761-999 Licensed
Copyright IBM Corp. 1980, 2007. All
US Government Users Restricted Rights -

Figure 6.3-1

Select option 1. Install Licensed Internal Code, and wait for the Select Load Source Device screen:

Type 1 to select,

Select Load Source Device

press Enter.

Sys Sys I/0 I/0
Opt Serial number Type Model Bus Card Adapter Bus Cctl Dev
1 YLG5S3GGG687 6B22 050 255 2 0 0 0 0
Figure 6.3-2

In the Select Load Source Device screen type a “1” in front of the Type 6B22 Model 050 device. This is
how the virtual disk (NWSSTG object) shows up in the IBM i Client partition. And press Enter, and in the

confirmation screen press F10. When you have confirmed the Load Source Device, the system will
advance to the following screen:

Install Licensed Internal Code (LIC)
Disk selected to write the Licensed Internal Code to:
Serial Number Type Model I/0 Bus Controller Device
YLG5S3GGG687 6B22 050 0 0 0
Select one of the following:
1. Restore Licensed Internal Code
2. Install Licensed Internal Code and Initialize system
3. Install Licensed Internal Code and Recover Configuration
4. Install Licensed Internal Code and Restore Disk Unit Data
5. Install Licensed Internal Code and Upgrade Load Source
Selection
2
F3=Exit Fl2=Cancel
Figure 6.3-3
Select option 2. Install Licensed Internal Code and Initialize system followed by Enter and confirm
with F10.
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Next is the “Initialize the Disk — status” screen:

Initialize the Disk - Status

The load source disk is being initialized.
Estimated time to initialize in minutes : 180

Elapsed time in minutes . . . . . . . . : 0.0

Please wait.

Wait for the next display or press F1l6 for DST main menu

Figure 6.3-4
This will only take a couple of minutes instead of the estimated 180 minutes.

The system will quickly continue to the Install Licensed Internal Code — Status screen:

Install Licensed Internal Code - Status

Install of the Licensed Internal Code in progress.

o +
Percent I_ 15% |
complete L +
Elapsed time in minutes . . . . . . . . : 0.5

Please wait.

Wait for the next display or press F1l6 for DST main menu

Figure 6.3-5

This will only take a couple of minutes :

Install Licensed Internal Code - Status

Install of the Licensed Internal Code in progress.

o +
percent | [NEEEEEE o0 - I
complete L +
Elapsed time in minutes . . . . . . . . : 3.5

Please wait.

Wait for the next display or press F16 for DST main menu

Figure 6.3-6

When it completes to 100%, the IBM i Client partition will reboot/re-IPL — you can check from the
virtualization configuration interface used (VPM or HMC) that the Reference Codes are advancing.
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Wait for the console to return with the following screen:

Disk configuration Attention Report

Type option, press Enter.
5=Display Detailed Report

Press F10 to accept all the following problems and continue.
The system will attempt to correct them.

Opt Problem
New disk configuration

F3= Exit F10=Accept the problem and continue Fl2=Cancel

Figure 6.3-7
Press F10 to accept the ‘problems’ and continue.

After a short delay you will advance to the following screen:

IPL or Install the System
System:
Select one of the following:

1. Perform an IPL
2. Install the operating system
3. Use Dedicated Service Tools (DST)
4. Perform automatic installation of the operating system
5. Save Licensed Internal Code
Selection
3

Licensed Internal Code - Property of IBM 5761-999 Licensed
Internal Code (c) Copyright IBM Corp. 1980, 2007. All
rights reserved. US Government Users Restricted Rights -

Figure 6.3-8

Select option 3. Use Dedicated Service Tools (DST) and use the default Service Tools user id
QSECOFR with default password QSECOFR (Uppercase !).

After changing the expired default password, you can check for the Configured disk unit status:

Display Disk Configuration Status

Serial Resource
ASP Unit Number Type Model Name Status
1 Unprotected
1 YLG5S3GGG687 6B22 050 DDOO1 Configured

Press Enter to continue.

F3=Exit F5=Refresh F9=Display disk unit details
Fl11=Disk configuration capacity F1l2=Cancel

Figure 6.3-9
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Please note that the virtual disk(s) created in an IBM i Host partition, will ‘inherit’ the storage protection
used in the IBM i Host partition even though the status column on the IBM i Client partition shows
Unprotected.

Next is to return to the IPL or Install the System menu and install the Operating System.

Use the IBM i and System i Information Centre (http://publib.boulder.ibm.com/eserver/) for instructions:
Search for a PDF with number SC41-5120.

The title for the document is Installing, upgrading, or deleting i5/0S and related software.

(FYI: for this Chapter the V6R1-version was used)

Please note that before you start installing fixes, as part of completing the IBM i installation, you must set
the Keylock position to NORMAL for your IBM i Client partition:

When using Virtual Partition Manager — go to Work with Partition Status screen and use option 9=Mode
normal in front of the IBM i Client partition

When using Hardware Management Console - go to the Settings TAB in Partition Properties on HMC.

Figure 6.3-10 shows the installed set of IBM i 6.1 Operating System options and LPPs. It matches the list
of common IBM i options and LPPs.

Maybe you want some additional LPPs installed in your Golden Code — or even a specific version of an
application if you are an ISV.

The screenshot was taken after GO LICPGM — option 10. Display installed licensed programs

Display Installed Licensed Programs
System: ICLIENT
Licensed Installed
Program Status Description
5761SS1 *COMPATIBLE Library QGPL
5761SS1 *COMPATIBLE Library QUSRSYS
5761551 *COMPATIBLE 15/0S
5761SS1 *COMPATIBLE Extended Base Support
5761SS1 *COMPATIBLE Online Information
5761SS1 *COMPATIBLE Extended Base Directory Support
5761SS1 *COMPATIBLE Host Servers
5761SS1 *COMPATIBLE Qshell
5761SS1 *COMPATIBLE Portable App Solutions Environment
5761SS1 *COMPATIBLE Digital Certificate Manager
5761DG1 *COMPATIBLE IBM HTTP Server for 15/0S
5761JC1 *COMPATIBLE IBM Toolbox for Java
5761JVv1 *COMPATIBLE IBM Developer Kit for Java
5761JVv1 *COMPATIBLE J2SE 5.0 32 bit
5761JVv1 *COMPATIBLE Java SE 6 32 bit
5761TC1 *COMPATIBLE IBM TCP/IP Connectivity Utilities for 15/0S
5761XW1 *COMPATIBLE IBM System i Access Family

Bottom
Press Enter to continue.

Figure 6.3-10
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7. Upgrading your NWSSTG to a new release

With the availability of new IBM i release it makes sense to create an extra virtual disk in order to start
testing with that new release in a client partition. This Chapter will show you how create a copy of an IBM
i 6.1.1 Goldencode and upgrade that copy to IBM i 7.1 using an image catalog in the IBM i Host partition.

As an alternative you can also build a new IBM i v7.x Goldencode from scratch by repeating the steps in
Chapter 5.2 Create the Virtual Disk (NWSSTG object) through Chapter 6. Starting the IBM i Client
partition and install IBM i.

FYI: All these steps were done remotely through a VPN without the need to have physical access to the
HMC and/or system.

7.1 Creating a copy of the IBM i 6.1.1 Goldencode NWSSTG

IMPORTANT NOTE: In order to perform the next steps, your Golden611 can not be used by an
active IBM i Client partition. Please check.

In the next steps you will create a copy of the IBM i 6.1.1 Goldencode NWSSTG and use that copy to
perform the upgrade to IBM i 7.1.

Type WRKNWSSTG and press ENTER. The Work with Network Server Storage Spaces screen will be
shown:

Work with Network Server Storage Spaces
System:
Type options, press Enter.
1=Create 2=Change 3=Copy 4=Delete 5=Display 6=Print 10=Add link
11=Remove link
Link Stg
Opt Name Server Seq Type Access Path
3 GOLDENG611
Bottom
Parameters or command
===>
F3=Exit F4=Prompt F5=Refresh F6=Print list F9=Retrieve
F11=Disnlav disk status F12=Cancel F17=Position to
Figure 7.1-1

Use option 3=Copy in front of the storage space — this will prompt the CRTNWSSTG command as
shown below

Create NWS Storage Space (CRTNWSSTG)

Type choices, press Enter.

Network server storage space . . NWSSTG GOLDEN71

Size . . . . . . . . . . . . . . NWSSIZE > 25603

From storage space . . . . . . . FROMNWSSTG > GOLDEN611

Data offset . . . . . . . . . . OFFSET *FORMAT

Auxiliary storage pool ID . . . ASP >1

ASP device . . . . . . . . . . . ASPDEV

Text 'description' . . . . . . . TEXT Golden Code IBM I 7.1

Bottom
F3=Exit F4=Prompt F5=Refresh Fl2=Cancel Fl13=How to use this display

Figure 7.1-2
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Give the new NWSSTG object a meaningful name — e.g. GOLDEN71 — and change any of the other
parameters if you want to. When you press ENTER you will get the message on the bottom of your

screen giving you the status of the creation. When this is finished you will return to the Work with Network
Storage Spaces screen.

Next is to attach this copied NWSSTG to a NWSD so we can start using this new (copied) virtual disk.

7.2 Attaching your copied NWSSTG to the Server Description and
make it available

By copying the IBM i 6.1.1 Goldencode you have created a clone of that virtual disk, which can be used
as a starting point for the upgrade to IBM i 7.1.

The steps in this Chapter are very similar to those in Chapter 5.3 Attach the Virtual Disk to the Server
Description and make it available. Except this time you have the copied NWSSTG object to work with.

If you are not in the Work with Network Server Storage Spaces screen, type WRKNWSSTG and press
ENTER.

The Work with Network Server Storage Spaces screen will be shown as seen below

Work with Network Server Storage Spaces

System:
Type options, press Enter.
1=Create 2=Change 3=Copy 4=Delete 5=Display 6=Print 10=Add link
11=Remove link

Link Stg

Opt Name Server Seq Type Access Path
GOLDENG611
10 GOLDEN71
Bottom

Parameters or command
===>
F3=Exit F4=Prompt F5=Refresh F6=Print list F9=Retrieve

Fll=Display disk status Fl2=Cancel Fl7=Position to

Figure 7.2-1

Use option 10=Add link in front of the newly copied storage space — this will prompt the ADDNWSSTGL
command — type the name of the NWSD (Virtual Server) you will be using and press ENTER:

Add Server Storage Link (ADDNWSSTGL)

Type choices, press Enter.

Network server storage space . . NWSSTG > GOLDEN71
Network server description . . . NWSD > ICLIENT1
Dynamic storage link . . . . . . DYNAMIC *NO

ACcesS . « .+« « +« « « « <« « < . . ACCESS *UPDATE
Drive sequence number . . . . . DRVSEQNBR *CALC
Storage path number . . . . . . STGPTHNBR *DFTSTGPTH

Bottom
F3=Exit F4=Prompt F5=Refresh Fl2=Cancel Fl13=How to use this display
F24=More kevs

Figure 7.2-2

When the command completes you will return to the Work with Network Server Storage Spaces screen,

and it should list the name of the server with its linked Storage Space as shown in Figure 7.2-3 on the
next page.
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Work with Network Server Storage Spaces
System:
Type options, press Enter.

l11=Remove link

1=Create 2=Change 3=Copy 4=Delete 5=Display 6=Print 10=Add link

Link Stg
Opt Name Server Seq Type Access Path
GOLDENG611
GOLDEN71 ICLIENT1 1 *DYN *UPDATE
Bottom
Parameters or command
===>
F3=Exit F4=Prompt F5=Refresh F6=Print list F9=Retrieve
Fll=Display disk status Fl2=Cancel Fl7=Position to
Network server storage space link added
Figure 7.2-3
Next is to use the WRKCFGSTS *NWS command:
Work with Configuration Status
04/05/12 hh:mm:ss
Position to . . . . . Starting characters
Type options, press Enter.
1=Vary on 2=Vary off 5=Work with job 8=Work with description
9=Display mode status 13=Work with APPN status...
Opt Description Status 0 —-m——m——————- Job--—=————————--
1 ICLIENT1 VARIED OFF
Bottom
Parameters or command
===>
F3=Exit F4=Prompt Fl2=Cancel F23=More options F24=More kevys

Figure 7.2-4

Use option 1=Vary on in front of the Network Server and press ENTER to make the objects available

(virtual server and its attached virtual disk).
This should change the status from VARIED OFF to ACTIVE:

Work with Configuration Status
04/05/12
Position to . . . . . Starting characters

Type options, press Enter.
1=Vary on 2=Vary off 5=Work with job 8=Work with description

Parameters or command
===>
F3=Exit F4=Prompt Fl2=Cancel F23=More options F24=More keys

9=Display mode status 13=Work with APPN status...
Opt Description Status 0 —-m—-———————- Job--------
ICLIENT1 ACTIVE

hh:mm:ss

Figure 7.2-5

Next is to start your IBM i Client partition which will be using the newly copied virtual disk. Perform a so

called Normal IPL from the B-side.
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7.3 Upgrading using Image Catalogs in the IBM i Host Partition

This is not a replacement for the official upgrade documentation which can be found in the IBM i
Information Center.

The IBM i and System i Information Center is available via: http://publib.boulder.ibm.com/eserver/

Instead of working with physical IBM i distribution media (DVDs), this guide will show you on how you can
take advantage of a new way of working using electronic software distribution.

All the IBM i install media is available in an Image Catalog in the IBM i Host partition. How you can do that
is also explained in the IBM i Information Center and not addressed in this guide.

An Image Catalog is accessible from within the IBM i Host partition though a virtual optical library
(OPTVRTxx) in that IBM i Host partition. In the IBM i Client partition this will show up as a optical device
TYPE 632C.

After signing on to the Console-session of your IBM i Client partition, type GO LICPGM and select
option 5. Prepare for Install as shown below.

LICPGM Work with Licensed Programs
System: ICLIENT
Select one of the following:

Manual Install
1. Install all

Preparation
5. Prepare for install

Licensed Programs
10. Display installed licensed programs
11. Install licensed programs
12. Delete licensed programs
13. Save licensed programs

More. ..
Selection or command

F3=Exit F4=Prompt F9=Retrieve Fl2=Cancel Fl3=Information Assistant
Fl6=System Main menu
(C) COPYRIGHT IBM CORP. 1980, 2009.

Figure 7.3-1

You will advance to the Prepare for Install tasks items screen:

Prepare for Install
System: ICLIENT
Type option, press Enter.
1=Select

Opt Description
1 Work with licensed programs for target release
Work with licensed programs to delete
List licensed programs not found on media
Display licensed programs for target release
Work with software agreements
Work with user profiles
Verify system objects
Estimate storage requirements for system ASP
Allocate additional space for LIC
Keep disk configuration
Bottom
F3=Exit F9=Command line Fl10=Display job log Fl2=Cancel

Figure 7.3-2
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Use 1=Select in front of the Work with licensed programs for target release item and press ENTER.

You will advance to the Work with Licensed Programs for Target Release details screen:

Work with Licensed Programs for Target Release

System: ICLIENT
Type choices, press Enter.
Generate list from 1 1=Distribution media
2=Merge with additional distribution
media

3=Modify previously generated list
Optical device . . . OPTO02 *NONE, Name

Target Release . . . V7R1MO VxRxMx

F3=Exit Fl2=Cancel

Figure 7.3-3
Complete the parameters.

Please note that in this guide the Image Catalog in the IBM i Host partition showed up as OPTO02 in the
IBM i Client partition. Press ENTER to start.

After a short delay you can expect a message for QSYSOPR on the bottom of your screen:

Waiting for reply to message on message queue QSYSOPR.

When you examine the details you will find that the optical device is empty. This is correct because we
did not load the Image Catalog containing the IBM i 7.1 images into the virtual optical in the IBM i Host
partition.

Sign on to the IBM i Host partition and type WRKIMGCLG followed by ENTER.

Work with Image Catalogs
System:
Type options, press Enter.
1=Create 2=Change 4=Delete 8=Load 9=Unload 10=Verify
12=Work with entries

Image ASP Device
Opt Catalog Status Type Threshold Device Status
12 IBMI7.1 Not ready Optical *CALC

SF99710 Not ready Optical *CALC

GROUPPTF'S Not ready Optical *CALC

Bottom
F3=Exit F5=Refresh Fll=View descriptions Fl2=Cancel

Figure 7.3-4

When you use option 12=Work with entries you will get a screen similar to Figure 7.3-5 on the next
page.
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Work with Image Catalog Entries

System:
Catalog . . : IBMI7.1 Status . . . : Not ready
Type . . . . : Optical Device :
Directory . : /images/ibmi7.1
Type options, press Enter.
1=Add 2=Change 4=Remove 6=Mount 8=Load 9=Unload
10=Initialize volume 12=Work with volume
Opt Index Status Image File Name
*AVAIL
1 Mounted I BASE 01
2 Loaded B _GROUP1 01
3 Loaded B _GROUP1 02
4 Loaded B _GROUP1 03
5 Loaded B _GROUP1 04
6 Loaded B_GROUP1 05
Bottom
F3=Exit F5=Refresh F6=Load/Unload image catalog F7=Verify image catalog
F8=Reorder by index Fl2=Cancel F24=More keys
Figure 7.3-5

Make sure that you have |_BASE_01 with a status Mounted as shown above — use 6=Mount

Use F12 to get back to the Work with Image Catalogs screen and use option 8=Load in front of the

Image Catalog with your IBM i 7.1 images. For this guide it was called IBMI7.1:

Work with Image Catalogs
System:
Type options, press Enter.
1=Create 2=Change 4=Delete 8=Load 9=Unload 10=Verify
12=Work with entries

Image ASP Device
Opt Catalog Status Type Threshold Device Status
8 IBMI7.1 Not ready Optical *CALC
SF99710 Not ready Optical *CALC
GROUPPTF'S Not ready Optical *CALC
Bottom
F3=Fxit Fh=Refresh F11=View descriontions F12=Cancel
Figure 7.3-6
When you press ENTER you will be prompted with the LODIMGCLG command:
Load or Unload Image Catalog (LODIMGCLG)
Type choices, press Enter.
Image catalog . . . . . . . . . > IBMI7.1 Name
Option . . . . . . . . . . . . . > *LOAD *LOAD, *UNLOAD
Virtual device . . . . . . . . . optvrt0l Name
Write protect . . . . . . . . . *DEFT *DFT, *ALL, *NONE
Library mode . . . . . . . . . . *NO *NO, *YES
Bottom
F3=Exit F4=Prompt F5=Refresh Fl2=Cancel F13=How to use this display
F24=More keys

Figure 7.3-7
For this guide OPTVRTO01 was being used.
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When the command completes, you will return to the following screen, where you can verify that
everything is ready now on the IBM i Host partition so that the IBM i Client partition can access the
images in your Image Catalog. Your screen should look similar to the one below.

Work with Image Catalogs
System:
Type options, press Enter.
1=Create 2=Change 4=Delete 8=Load 9=Unload 10=Verify
12=Work with entries

Image ASP Device
Opt Catalog Status Type Threshold Device Status

IBMI7.1 Ready Optical *CALC OPTVRTO1 Active

SF99710 Not ready Optical *CALC

GROUPPTF'S Not ready Optical *CALC

Bottom
F3=Exit F5=Refresh Fll=View descriptions Fl2=Cancel
Image catalog IBMI7.1 loaded.

Figure 7.3-8

Now you can switch to the Console of your IBM i Client partition and again have a look at the messages.
There should be a message stating that Volume |_BASE_01 was added to the optical device. Now you
can continue the preparation by replying with a ‘G’. After a short delay you can receive a message again
stating to Load the next volume.

This depends on the IBM i version used in the Hosting partition: prior to IBM i V7IR1-TR2 the Image
Catalog in the IBM i Host partition was virtualized as a device and not as a library. So, if your IBM i host
partition is not running IBM i V7R1-TR2 or higher, you will need to mount the next image(s) yourself :

Additional Message Information

Message ID . . . . . . : CPA3DDE

Date sent . . . . . . : dd/mm/yy Time sent . . . . . . : hh:mm:ss

Message . . . . : Load the next volume in optical device OPT02. (X G)

Cause . . . . . : Another volume is needed to continue processing.

Recovery . . . : Only volumes containing licensed programs are valid for
this process. Check the media label to determine if the volume contains
licensed programs. Software distribution media containing licensed programs

can be labeled in one of the following ways:
-- Volume Identifier of B29xx yy.
-- Volume Identifier of L29xx yy.
-- Volume Identifier of F29xx yy.
-- Licensed Programs shipped on a single set.
The 29xx indicates the primary language of the system and yy can be any
More. ..
Type reply below, then press Enter.
Reolv . . . . G

Figure 7.3-9

In order to load the next volume, you will need to switch to the session on the IBM i Host partition and
mount the next entry in the Image Catalog. You can do this by navigating to your Image Catalog and use
option 6=Mount in front of the next entry (for reference you can use Figure 7.3-5).

When the status shows Mounted for the next Image file, you can return to the Console of the IBM i Client
partition and you should see a message for QSYSOPR stating that corresponding volume is added to
optical device

Repeat the mounting of the images (in the IBM i Host partition) and replying with ‘G’ on the IBM i Client
partition for all images in the Image Catalog using the previous instructions.

After you have mounted the last image (B_GROUP1_05) and are done processing it on the IBM i Client
partition, you can reply with ‘X’ on the next message stating to load the next volume. This will present a
screen similar to Figure 7.3-10 on the next page.
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Work with Licensed Programs for Target Release
System: ICLIENT
Target release . . . . .« .« .« « « « o o e e e e e L V7R1MO
Estimated additional storage for selections (M) . . . : 692.07
Type options, press Enter.
1=Select 5=Display release-to-release mapping
Licensed Product
Opt Program Option Description
1 5770999 *BASE Licensed Internal Code
1 5770SS1 *BASE i5/0s
1 5770SS1 Library QGPL
1 5770SS1 Library QUSRSYS
1 57708S1 1 Extended Base Support
5770SS1 2 Online Information
1 5770SS1 3 Extended Base Directory Support
5770SS1 5 System/36 Environment
5770S8S1 6 System/38 Environment
More. ..
F3=Exit Fll=Display additional storage Fl2=Cancel
F19=Display trademarks

Figure 7.3-10

After making your selections, the Prepare for install task is ready and you will return to the following
screen:

Prepare for Install
System: ICLIENT
Type option, press Enter.
l1=Select

Opt Description
Work with licensed programs for target release
Work with licensed programs to delete
List licensed programs not found on media
Display licensed programs for target release
Work with software agreements
Work with user profiles
Verify system objects
Estimate storage requirements for system ASP
Allocate additional space for LIC
Keep disk configuration
Bottom
F3=Exit F9=Command line F10=Display job log Fl2=Cancel
Task to prepare for install successfully completed

Figure 7.3-11

Next is to accept the software agreements for the licensed programs that will be installed. Use 1=Select
in front of the item “Work with software agreements.

Make your selections and use 5=Display in front of every item and use F15=Accept All for the items you
want.

Now you are almost there to start the upgrade. First you will need to make sure that the correct image file
has a status of mounted on the IBM i Host partition. So switch to the IBM i Host partition screen and make
sure that _BASE_01 is Mounted — it should look like Figure 7.3-5 and after that you can check for a
QSYSOPR message on your IBM i Client partition stating that |_BASE_01 is added to optical device.
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Start the automatic installation on the IBM i Client partition by using the following command:

Power Down System (PWRDWNSYS)

Type choices, press Enter.
How toend . . . . . . . . . . . OPTION *IMMED
Controlled end delay time . . . DELAY 3600
Restart options: RESTART

Restart after power down . . . *YES

Restart type . . . . . . . . . *IPLA
IPL source . . . . . . . . . . . IPLSRC D

Bottom
F3=Exit F4=Prompt F5=Refresh Fl10=Additional parameters Fl2=Cancel
F13=How to use this display F24=More keys
Figure 7.3-12

After a couple of minutes, the 5250 Console on the IBM i Client partition will return with the following
screen:

Install Licensed Internal Code - Status

Install of the Licensed Internal Code in progress.

o +
percent | NN 354 |
complete L e +
Elapsed time in minutes . . . . . . . . : 0.5

Please wait.

Figure 7.3-13

When the Licensed Internal Code install step completes, the install continues. Depending on the IBM i
version used in the Hosting partition you will get a message CPA2055 which instructs you to load the next
volume: prior to IBM i V7R1-TR2 the Image Catalog in the IBM i Host partition was virtualized as a device
and not as a library. So, if your IBM i host partition is not running IBM i V7R1-TR2 or higher, you will need
to mount the next image(s) yourself. This is done on the IBM i Host partition by mounting the next image
in your Image Catalog. Continue the upgrade of the Operating System and Licensed Programs and
mount the correct image when instructed to do so.
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8. Backup and Recovery

This section explains how you can backup and recover an IBM i Client partition

It addresses 2 options - Disaster Recovery and object-based backup/restore - which you can use to save
and restore the contents of the IBM i Client partition.

8.1 Disaster Recovery backup and restore

Because the virtual disk is a NWSSTG object in the IBM i Host partition, the simplest way of saving the
entire diskspace is to save it from the IBM i Host partition. This creates a so called image backup of the
entire IBM i Client partition and is ideal for Disaster Recovery.

Important: This requires the IBM i Client partition being shutdown and the NWSD in VARIED OFF state
before you can save the virtual disk. Otherwise the object is in use and you will be unable to save it.

The IBM i Host partition treats the NWSSTG as a single object, so you do not have an easy option of
restoring individual files from within the diskspace direcily.

You can use the following command to save a specific NWSSTG object:
SAV DEV('/QSYS.LIB/TAP0x.DEVD') OBJ(('/QFPNWSSTG/virtual_disk_name'))
The accompanying restore command to restore a specific NWSSTG object is:

RST DEV(/QSYS.LIB/TAPOx.DEVD') OBJ(('/QFPNWSSTG/Virtual_disk_name'))

Please change the TAPOx to the tape device name you are using and the virtual_disk_name in the
command to the name of your virtual disk you created in Chapter 5.2 Create the Virtual Disk (NWSSTG
object). In this guide it was GOLDENG611.

TIP: In order to view the files created under /QFPNWSSTG using the WRKLNK command you should use
the following options:

WRKLNK DSPOPT(*ALL)

Of course you can also use iNav or Systems Director Navigator for i to browse the IFS.

Please note that whenever you do a backup of your IFS (e.g. GO SAVE - option 21, SAV-cmd, etc) you
will need to make sure that your IBM i Client partition is in a state so it can be backed up.

8.2 Saving and restoring objects from/to an IBM i Client partition

The options for saving and restoring objects from within an IBM i Client partition, depends on the use of
VPM or HMC and on the level of IBM i used in the hosting partition:

Only with a HMC you can switch a supported physical tape unit/library into an IBM i Client partition and
use it. You can not assign a physical tape device when using VPM.

If the IBM i Host partition is running IBM i V7R1-TR2 or newer (when VPM was used, you run
V7R1-TR3 or newer) you can access a supported tape unit (InfoAPAR 1114615) through the virtual
SCSI connection (this means that you do not have Tape-library functionality). Check IBM i Support:
Software Technical Document: 605169131 for a list supported devices and required PTFs. You will need
to vary off the device in the Host partition in order for the IBM i Client partition to use it.
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9. Automating the start of your IBM i Client partition

This chapter explains how you can automate the start of your IBM i Client partition by just varying its
associated NWSD.

- For VPM managed systems this is done by setting the ONLINEat IPL parameter to *YES in the NWSD.

- For an HMC managed system you will need to make some changes to the NWSD and the partition
profile as shown in the next steps:

Before you can make the changes, make sure you have issued a PWRDWNSYS on your IBM i
Client partition and that you have Varied Off the corresponding NWSD.

First you will need to edit the NWSD and set/change the following 2 parameters:
PWRCTL *YES and IPLSOURCE *PANEL

Change Network Server Desc (CHGNWSD)
Type choices, press Enter.
Restricted device resources . . RSTDDEVRSC *SAME
+ for more values

Network server configuration: NWSCFG

Remote system name . . . . . . *SAME

Connection security name .
Virtual Ethernet control port . VRTETHCTLP *SAME
Synchronize date and time . . . SYNCTIME *SAME
Disable user profiles . . . . . DSBUSRPRF *SAME
IPL source . . . . . . . . . . . IPLSRC *PANEL
IPL stream file . . . . . . . . IPLSTMF *SAME
IPL parameters . . . . . . . . . IPLPARM *SAME
Power control . . . . . . . . . PWRCTL *YES

More. ..

F3=Exit F4=Prompt F5=Refresh Fl2=Cancel F13=How to use this display
F24=More keys

Figure 9-1
Next is to add the Power Controlling partition to the partition profile of the IBM i Client partition.
Navigate to the IBM i Client partition profile on the HMC and select edit — this is shown in Figure 9-2

f o e
| ' Hic-hme-15; Manage Prafiles - Mozilla Firefox =2
(e
Properties: first_setup @ IBM i Cliant
Logical
- Haost
: ol - ; Vietual Pramiar Tagasd
General | Processors Memory | 14O Adapbers | Controfling Sethirgs. ET;.;T:i LG OptiConnact
(LHEA)
Partition Brafle Propertias
Frofile namae: [first_setup]
Partition name 02 - 18M i Cliant
Partition ID: 2
Partition gnvirgnment © 505
System nama:
[ ow |[ Cancal |[ Help |
Dene 1@ |
Figure 9-2

Next is to select the Power Controlling tab as shown in Figure 9-3 on the next page.
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[“' Fic-hme -15: Manage Profiles - Mozilla Firefox =8
L oo
Logical Partition Profile Properties: first_setup @ I0M i Client
Host
Ganeral | Processors | Mamory | L0 :IdTD':H F::':T"""*.I Settings El:wmet E:?"M OptiConnect
. aphars
1
Detailed below are the power controlling pamtions for this parmston profile,
Power controlling partitions
Humber of power controlling partitions : 1
Power controling partitions to add : [yt | Rad |
Select 10 Mame|
Remeve |
ok || Cancal || Haip
Done ]

Figure 9-3

From the drop down list, select the partition that is your IBM i Host partition and click Add. This guide
used 01-Host IBM i 6.1.

Once you have added the Power controlling partition the panel should look similar to Figure 9-4.

[“' Flc-hme -15: Manage Profiles - Mozilla Firefon =8
Haost
Ganeral | Proceszors | Mamory | L :u}";:m :::::"‘"""1.! Setings E:';muer'; L‘::',“M OptiConnact
{
Detailed bedow are the power controling parotions for thes parson profile.
Powar camtralling partitbons
Humbar of power controlling partitions : 1
Power controling partibons to add : D1-+Host I8Mi 6.1 |2 Add
Select 1D Name
O 1 0l-Host IBM 611 _Remeve |
0% || Cancel || Help
Dene 1@

Figure 9-4
After completing these steps you can start the IBM i Client partition by just varying on the NWSD.

NOTE: At the moment it is not possible to shutdown the partition by varying off the NWSD.
The sequence to shutdown your IBM i Client partition is as follows:
1) On the IBM i Client partition issue a PWRDWNSYS

2) Use the HMC to monitor the progressing D6xx SRCs and wait until the IBM i Client partition
shows ‘Not Activated’ for its status.

3) When you want vary off the NWSD, you will need to prompt the vary off command using <F4>
and set the parameter FRCVRYOFF *YES.
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10. Starting the Linux Client partition and install Linux

Starting a partition depends on the virtualization configuration interface (VPM or HMC) that was used.
The installation of Linux in the Client partition is the same for both VPM and HMC and documented in
Chapter 10.3 Installing Linux in a Client Partition.

The simplest method for installing is to use physical media (CD/DVD), but you can also use an
IMGCLG in the IBM i Host partition. Make sure that you have installed the Linux distribution media
in the DVD drive in the system unit before moving to the next step.

10.1 Using the Virtual Partition Manager (VPM) to start the Linux
Client partition and the Virtual Console

After a Linux partition is created and your NWSD is varied on, the first activation needs to be in what is
called SMS mode and you will need to access the Virtual console. This Virtual Console is a special
console option which can be used at initial installation (where TCP/IP configuration has not yet been done
on the Linux partition) or for trouble shooting when your Linux partition becomes inaccessible to the LAN.

10.1.1 Virtual Console

The Virtual Console is served by the IBM i Host partition’s Telnet server and through Service Tools.
Before you start you should create a new Service Tools Userid with User Privilege System partitions —
operations set to Granted.

Perform the following steps in order to start and connect the Virtual Console. From a Telnet client log in to
the IBM i Host partition (I am using PuTTy in this guide) using port 2301 (instead of default port 23)

Specify the destination you want to connect to

Host Mame (or IP address) Port
|EMiHost| 23
Connection type:

Raw @ Telnet Rlogin 55H Serial

Figure 10.1.1-1

You will get a screen similar to the one below

Enter the console partition number:
Guest Partition Consoles

2: INXCLNT1 (V1-C4/v2-C0)

Enter the console partition number:

2

Figure 10.1.1-2

Select the right partition number and press Enter in order to advance to service tools userid and
password prompt in order to validate credentials

INXCLINT1: Enter service tools userid:
virtcons

INXCINT1: Enter service tools password:
INXCINT1: Console connecting...

INXCINT1: Console connected.

Figure 10.1.1-3
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When the screen says Console connected you can start the Linux Client partition using VPM.

Remember: before you start the Linux Client partition make sure that you have set up your virtual
LAN and configured the Ethernet Layer-2 bridged network. Refer to IBM i Support: Software

Technical Document : 622246891 or IBM REDP4806.

Type STRSST and sign on with a service tool user profile that has the needed authorities (e.g. the default
user QSECOFR). Within System Service Tools (SST), select option 5. Work with system partitions. In
the Work with System Partitions screen select option 2. Work with partition status.

Work with Partition Status
System:
Type options, press Enter.
1=Power on 3=IPL restart 7=Delayed power off 8=Immediate power off
9=Mode normal 10=Mode manual
A=Source A B=Source B C=Source C D=Source D
Partition IPL IPL Reference
Opt Identifier Name Source Mode State Codes
1 IBMIHOST B Normal On
1 2 LNXCLNT1 D Manual Off
F3=Exit F5=Refresh Fl0=Monitor partition status
Fll=Work with partition configuration Fl2=Cancel F23=More options

Figure 10..1.1-4

Check for IPL Mode Manual and select option 1=Power on for the Client LPAR (LNXCLNT1 in this
case). When the partition is starting, the DVD device should flash occasionally due to the reading of the

CD/DVD.

Pressing F10=Monitor partition status will automatically refresh the Reference Codes column which

should be advancing to SRC AA00 E1A9

Monitor Partition
Partition IPL IPL
Identifier Name Source Mode State
1 IBMIHOST B Normal On
2 LNXCLNT1 D Manual On

F3=Exit F9=Include reference code detail

Status

Sys IPL Reference
Action Codes

Fl2=Cancel

System:

AA0O0 E1A9

Figure 10.1.1-5

Continue with Chapter 10.3 to navigate through the correct SMS options and start the installation.

Document: iVirtualization - IBM iHost and Client LPAR Easy Install Guide v5.03 TR7.doc Date: 06-05-2014

Subject: iVirtualization IBM i Host and Client LPARs Easy Install Guide

Status: Draft
Page 66 of 87



10.2 Using the Hardware Management Console (HMC) to start the
Linux Client partition and the Virtual Console

After a Linux partition is created, the first activation needs to be in what is called SMS mode — this is done
using the HMC using the following steps.

In the HMC navigate to Systems Management — Servers and select your Linux Client partition. Click
Operations — Activate — Profile.

= e
@ ticino: Hardware Manasgernent Console Workplace (VIRT.A0] - Mazil Freefo 188 Edition = 8 =B

ibmzam i

dware Management

M f2) =] Syslems Management > Servers > Azura
] Welcome B ey 2 =22 2 ] (=] Fier ] | Tasksw || Viewsw |
({8 B systems Management S Mame ~ |Ica | Status [P0 |mem.. ~ | A | Envionm... & |R & |05 version ~
Bl servers z : : r T 1 1
B Anrs & j] 01-BM i host i Runniing 15 B IBMiVIR1 IBMI ODUO0000 1BM 1 Licensed Intermnal Code 7.1.0 4101
Custom Groups P | LinuGient 2 Properties 0 0 AR orLinee | 00000000 Unknown
1 [ system Prans Change Default Profile Total 2 Filtered: 2 Selected: 1
Operations » Activale L3 Prafile
B ume Management ] Configuration » Deactivate Attention LED Current Configuration
:':" Service Management = Drynamic Logical Partitioning » Schedule Operations
| ~ Console Window »| Delete
J Updates Senaceabilty » |
Tasks: LinuxClient @ B -
Propesies
Change Default Profile
B Operations
| sewox
Figure 10.2-1

A new window called Activate Logical Partition will appear as shown in Figure 10.2-2

— - —
— o

-
B ticino: Profle - Mozilla Firedox [BM Edition = & £

& it T ibrroc e i T4 w

Activate Logical Partition:LinuxClient

Select a profile below to activate the logical partition with.

Partition name : LinuxClient

Partition profiles
first_setup

* Open a terminal window or console session _

OK | Cancel | Help |

Figure 10.2-2
Mark checkbox Open a terminal window or console session and click Advanced.
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This will open the Activate Logical Partition — Advanced panel, where you can override the Boot mode:

P —
@ ticing: Profile - Mogila Firefon: [EM Edition = & Ex

- 1 ibrLC o . ¥

Do Mot Override
Set advanced actiy Normal

Keylock position ; | Diagnostic with default boot list
Diagnostic with stored boot list
Boot mode: Open Firmware OK Prompt

| OK || Cancel | Help |

Figure 10.2-3

Select SMS from the drop down and Click OK to return to Activate Logical Partition panel. Click OK
again to activate the partition and open a java based terminal window which is your Virtual Console

10.3 Navigating through SMS and boot your Linux Client partition
using the Virtual Console
Once you have started your Linux Client partition in either of the previous chapters (VPM managed or

HMC managed), the Linux Client partition will boot and halt in the SMS menu in your Virtual Console
window:

Version SF240 417
SMS 1.6 (c) Copyright IBM Corp. 2000,2005 All rights reserved.

Main Menu

1 Select Language

2. Setup Remote IPL (Initial Program Load)
3. Change SCSI Settings

4 Select Console

5 Select Boot Options

Type menu item number and press Enter or select Navigation key:5

Figure 10.3-1
Type 5 (Select Boot Options) and press Enter.
You will advance to the Multiboot menu — Type 1 (Select Install/Boot Device) and press Enter
You will advance to the Select Device Type menu — Type 7 (List all Devices) and press Enter

Select the Device Number for the boot device of your choice and press Enter (Note that if you use
Virtual Media mounted in the IBM i host LPAR this will also show up as a SCSI CD-ROM).

On the next menu select 2 (Normal Mode Boot) and press Enter
Next is the question ‘Are you sure you want to exit System Management Services?’
select 1 (Yes) and press Enter.

The partition will boot from the media selected and will show a screen similar to Figure 10.3-2 on the next

page.
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Figure 10.3-2

Eventually the system will halt at a boot/install prompt - the follow on steps are dependent on the Linux

distribution you are installing.
Continue with Chapter 10.4 Installing SLES11 or Chapter 10.5 Installing RHEL65

10.4 Installing SLES11

And it will wait for input on the following screen:

yaboot starting: loaded at 00040000 000676d8 (0/0/00c39a68; sp:
Config file 'yaboot.cnf' read, 285 bytes

Welcome to SuSE Linux Enterprise 11!

Type "install" to start the YaST installer on this CD/DVD
Type "slp" to start the YaST install via network
Type "rescue" to start the rescue system on this CD/DVD

Welcome to yaboot version r22.8-r1190.SuSE

booted from '/vdevice/v-
scsi@30000004/disk@8120000000000000:1, \suseboot\yaboot.1i

bm'

running with firmware 'IBM,SF240 417' on model 'IBM,9406-520"',
'IBM, 0210F

7BCE', partition 'LinuxClient'

Enter "help" to get some basic usage information

boot:

018df

serial

£d0)

Figure 10.4-1
In order to install SLES11 in an easy graphical way, you can use VNC.

Download and install a VNC viewer onto your workstation.

Type the following in the Virtual Console at boot prompt: install vnc=1 vhcpassword=some_password

and press Enter. This is shown in Figure 10.4-2 on the next page
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Config file 'yaboot.cnf' read, 285 bytes
Welcome to SuSE Linux Enterprise 11!

Type "install" to start the YaST installer on this CD/DVD
Type "slp" to start the YaST install via network
Type "rescue" to start the rescue system on this CD/DVD

Welcome to yaboot version r22.8-r1190.SuSE

booted from '/vdevice/v-

scsi@30000004/disk@8120000000000000:1, \suseboot\yaboot.1i

bm'

running with firmware 'IBM,SF240 417' on model 'IBM,9406-520', serial
'IBM, 0210F

7BCE', partition 'LinuxClient'

Enter "help" to get some basic usage information

boot: install vnc=1 vncpassword=thisiseasy

yaboot starting: loaded at 00040000 000676d8 (0/0/00c39a68; sp: 018dffd0)

Figure 10.4-2

After this the SLES 11 Linux partition will boot and ask for Automatic configuration via DHCP Yes or No:

mount: /parts/0l1 usr: we need a loop device

mount: using /dev/loopl

>>> SUSE Linux Enterprise Server 11 installation program v3.3.91 (c)
2010 s

USE Linux Products GmbH <<<

Starting udev... ok
Loading basic drivers... ok
Starting hardware detection... ok

(If a driver is not working for you, try booting with
brokenmodules=driver name.
)
IBM Virtual SCSI 0
drivers: ibmvscsic*
IBM Virtual Ethernet card 0O
drivers: ibmveth*

Automatic configuration via DHCP?

1) Yes
2) No
> 1

1996-

Figure 10.4-3

After selecting 1 (Yes) the Linux server continues to boot and waits in the following screen as shown in
Figure 10.4-4 on the next page.
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Found a Linux console terminal on /dev/console (80 columns x 24 lines).
0

starting VNC server...
A log file will be written to: /var/log/YaST2/vncserver.log

* Kk

*x*x You can connect to <host>, display :1 now with vncviewer

el Or use a Java capable browser on http://<host>:5801/
* % %

(When YaST2 is finished, close your VNC viewer and return to this window.)
Active interfaces:

ethO Link encap:Ethernet HWaddr EA:67:D0:00:20:03
inet addr:w.xxx.yyy.zz Bcast:a.bbb.cc.ddd Mask:255.255.255.128

lo Link encap:Local Loopback
inet addr:127.0.0.1 Mask:255.0.0.0

***% Starting YaST2 **x*

Figure 10.4-4
You can now connect to the server using a VNC viewer using your info provided in the above screen:

The host ip-address is listed under ethO (w.xxx.yyy.zz in the above example).

VE WHC Viewsr = iy
VHNCOE Viewer VE
WL Sinvdr OO -
Encnyption: Let VL Server chocae -

About.. Ot Connect
Figure 10.4-5

Click Connect and supply your password (if you specified to use a vnc password) to connect and see the
Linux Server Welcome screen as shown in Figure 10.4-6 on the next page.
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Figure 10.4-6
When you have agreed to the License Terms you can Click Next.
VE root's Instatation desktop (dhop- o 0 - WNC Viewer L )
Preparation %) Media Check
W chack &l metallafion mada
B Welooe e g
®  Syrem Anshea
= Toves Tord C or OWD Dvive
Instaliatizn [mHvorT crrveron Uidews | = | | goart check | | Epest
& Sener Soenar !
& Iroet allabicen Sy 5 i I
# Parform Installation Btatus Infermatan
Configuration
# Chack brat slston
& HeoEnama
¥ Hetmork
& Cantormar Center
® Onbre Update
& Sarvea
# Claan g
#® Ralasaa Fictes
¥  Hardwara Corfiguration

Figure 10.4-7

Check that the CD or DVD matches the media you are using in your IBM i Host partition (OPTVRT or
OPT) and click Next to continue.
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You will advance to the Installation Mode screen:

4450400 - i TE'_-':,!
I Installation Mode

Swlsct Hads

@ W Plaw [ratalabion
[ijl!’ D update & Emgtesy Syitem

T
QEJ} D) Bagas intaled Sy en
i

[ rghuhe Add-om Products fram Separate Meda

Figure 10.4-8

Click Next to continue.

Preparation @@ Clock and Time Zone

of DR
o Sywtem Anshma:
B T Zone

& Serswr Scenario
& Ireckallabioeny S wrmmary
# Parform Instalation

Hurdwars £ orfigeation

I

Figure 10.4-9

Select your values and click Next to continue. You will get the Installation Settings screen, and if you
want to be able to use VNC to manage your Linux Server after it is installed, you will need to Change the
Default runlevel.

This is shown in Figure 10.4-10 on the next page.
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Figure 10.4-10

As you can see by the message in red, Linux warns you that you need to change the Default Runlevel in
order to keep using VNC after your Linux server is rebooted.

Click on Default Runlevel and set the radio-button to 5. Full Multiuser with network and display
manager. This is shown in Figure 10.4-11

VE root's Instalation deskdop (dhep-9-142-43-51) - VNC Viewer [ ) ]
| Praparation I Set Default Runlevel |

W Welcorrm

WF SyEtem Anshes
W Tirm Tone
Inctallaticn

o Senver Scenarin

* ot st Surmmary
® Pasform Installation
Conligurmtion

Chack bratallabon

i Bosslable e vely

]

.

& HNetwork & Lecal rrutumer withoUt remcts natweori

® Cuntorner Center F Full ke wikh nateiii

® Onfrs Update & Urer dafrmd

® Sanica ® % Full rdbiuser wich netror and displary manager
& ClaanUp

®  falsaca Pt

# Hardwara Configuration

Figure 10.4-11

Click OK to return to the Installation Settings panel and Click Install to continue as shown in Figure
10.4-10

Your Linux Server will now Perform the installation and you can monitor the progress on your VNC
viewer. When this so called Basic Installation is finished the Linux server will automatically reboot.
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As you can see in Figure 10.4-12 you are informed about this.
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Figure 10.4-12

Your VNC connection will close automatically and you will notice the restart with messages on your

Virtual Console window:

Config file '/etc/yaboot.conf' read, 4096 bytes

Welcome to yaboot version r22.8-r1190.SuSE

'IBM, 0210F

7BCE', partition 'LinuxClient'

Enter "help" to get some basic usage information

boot: SLES11 SP3

Using 004fb584 bytes for initrd buffer

Please wait, loading kernel...

Allocated 01400000 bytes for kernel @ 01c00000
E1f64 kernel loaded...

Loading ramdisk...

ramdisk loaded 004£fc000 @ 03000000

OF stdout device is: /vdevice/vty@30000000

Elapsed time since release of system processors: 1445672 mins 32 secs

yaboot starting: loaded at 00040000 000676d8 (0/0/00c39a68; 018fffd0)

booted from '/vdevice/v-scsi@30000004/disk@8000000000000000"
running with firmware 'IBM,SF240 417' on model 'IBM,9406-520",

Figure 10.4-13

When your SLES 11 Linux server is ready to for you to perform the Configuration steps, it will wait again

at a screen similar to Figure 10.4-4.
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Start VNC again and use the info provided in the java console to connect to your server.

From here, the regular Linux documentation can be used in order to complete the Configuration and after
another restart your server is ready for you:

(V2 ncbody's x11 deskiop (SLESLIEP3ChentL) - VHC Viewer o . |

e SUSE Linws: Enferprise Server 11 (ppebdy
& SLESWSPFClient

Uisamame iﬂlﬁNS‘QﬁTUL.ﬂ-ﬂGNS{

=& | Disconnect egan:ul fLogin

[ r'-] Esgiish (Unided Stafes) | W 5 | usA B = [GrosmEe | = BL eocariopn | v i
- = -

Figure 10.4-14
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10.5 Installing RHEL 6.5

And it will wait for input on the following screen:

Welcome to the 64-bit Red Hat Enterprise Linux 6.5 installer!
Hit <TAB> for boot options.

Welcome to yaboot version 1.3.14 (Red Hat 1.3.14-43.el6)
Enter "help" to get some basic usage information
boot:

Figure 10.5-1
In order to install RHELG65 in an easy graphical way, you can use VNC.
Download and install a VNC viewer onto your workstation.
Type the following in the Virtual Console at boot prompt: linux vnc
and press Enter. This is shown in Figure 10.5-2

Welcome to the 64-bit Red Hat Enterprise Linux 6.5 installer!
Hit <TAB> for boot options.

Welcome to yaboot version 1.3.14 (Red Hat 1.3.14-43.el6)
Enter "help" to get some basic usage information
boot: linux vnc

Figure 10.5-2

The RHELGS5 client partition continues the boot process with messages similar as shown in Figure 10.5-2

Please wait, loading kernel...
E1f64 kernel loaded...
Loading ramdisk...
ramdisk loaded at 03200000, size: 27544 Kbytes
OF stdout device is: /vdevice/vty@30000000

(GCC) ) #1 SMP Sun Nov 10 22:17:43 EST 2013
Max number of cores passed to firmware: 0x0000000000000200
Calling ibm,client-architecture-support... not implemented

command line: ro wvnc

memory layout at init:
memory limit : 0000000000000000 (16 MB aligned)
alloc bottom : 0000000004c£0000

Preparing to boot Linux version 2.6.32-431.el6.ppc64 (mockbuild@ppc-
003.build.bos.redhat.com) (gcc version 4.4.7 20120313 (Red Hat 4.4.7-4)

alloc top : 0000000008000000

alloc top hi : 00000000c0000000

rmo_top : 0000000008000000

ram top : 00000000c0000000

instantiating rtas at 0x00000000076a0000... done
Figure 10.5-2
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The partition will halt at the media verification screen.

Welcome to Red Hat Enterprise Linux for ppcé64

——— | Disc Found pb———m——

To begin testing the media before
installation press OK.

Choose Skip to skip the media test
and start the installation.

OK Skip

<Tab>/<Alt-Tab> between elements | <Space> selects | <F12> next

Figure 10.5-3

After selecting Skip to skip the media test and start the installation, the Linux server continues to boot and
waits in the following screen as shown in Figure 10.5-4.

Running anaconda 13.21.215, the Red Hat Enterprise Linux system installer -
please wait.

11:48:15 Starting VNC...

11:48:17 The VNC server is now running.

11:48:17

WARNING!!! VNC server running with NO PASSWORD!
You can use the vncpassword=<password> boot option
if you would like to secure the server.

11:48:17 Please manually connect your vnc client to dhcp-w-xxx-yy-zzz:1
(w.xxx.yy.zzz) to begin the install.
11:48:17 Starting graphical installation.

Figure 10.5-4

You can now connect to the server using a VNC viewer using your info provided in the above screen:

The host ip-address is listed under ethO (w.xxx.yyy.zz in the above example).

L LR K7 BT
VE WHC Viewes

VHNCOE Viewer VE
WL Sinvdr OO -
Encnyption: Let VL Server chocae -
About.. Ot Connect
Figure 10.5-5

Click Connect and supply your password (if you specified to use a vnc password) to connect and see the
RED HAT ENTERPRISE LINUX 6 Welcome screen as shown in Figure 10.5-6 on the next page.
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(2 Redt Hat Erterprise Linus 6.5 installation on kst dhep-8-142-44-105.ams nlibm.com - VNG Viewer TR p— RS
t ' i i

RED HAT

ENTERPRISE LINUX 6

T0 Ok HEL ol el ol AN SR TR
k.
Figure 10.5-6
Just Click Next to advance to the next screen.
- (= e

fve Fied Hat Enterprize Linu 6.5 installation on host dhop-8-142-44- 105 amenlibmocom - WHC Viewsr

What language would you |ike to use during the
installation process?

Arabic (i i)

Assamese (=ADET)

Bengali (o)

Bengali(india) (wee (sres))
Bulgarian (BxArapceu)

Catalan (Catala)
Chinese{Simplified) (5237 (E) )
Chinese{Traditional) (437 (E®) |
Croatian [Hrvatski)

czech (Cedtina)

Danish (Dansk)

Dutch {Nederlands)

Estonian (eesti keel)
Finindsh {Suomi)
French (Frangais)
German [Deutsch)
Greek (EMhpasa)
Gujarati (pvaicl)
Hebrew (naw)
Hindi (=)
Hungarian [Magyar)
|| | kcelandic (icelandic)
loko (ltoka)
Indanesian (indonesia)

Figure 10.5-7
Select your language and click Next to continue
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Fied Hat Enterprise Lins 65 installation on bast dhep-0-162-44- 105 sl dbm.com - VNC Viewsr

N

mE

Select the appropriate keyboard for
the system.

[Ralan

Ttalian (1BM)
Ttalian {it2)
Japanese
Korean

Latin American
Macedanian
Hofwegian
Palish
Portuguese
Romanian
Russian
Serbian
Serbian (latin)
Slowak (gwerty)
Slevenian
Spanish
Swedish

Swiss French
Swiss French (latinl)
Swiss German
Swiss German (latindh
Turkish

==

| 'us. Intemational
Ukrainian

United Kingdom

[ | Back ]

E3)

Figure 10.5-8
Select your keyboard layout and click Next to continue

[V Red Hat Enterprise Linass 65 installation om bast dhep-0-142-44-105.amsnkibm.com - WNG Viewer

il -

|| What bype of devices will yaur installation involve?
Basic Storage Devices

this iz probabiy It
= Specialized Storage Devices

you o add FOoE [ ISCSE [ xFCP disks ard to Aiter eut devices the instalier should ignore.

@ istalis e upgrastes o tppical types of storage devices. I wou're mot sure which aption is fight for you,

) Instalis oe upgrades bo enterprise devices such as Storage Area Retworks (SANs]. This option will allow

. 4 Back ]

Figure 10.5-9
Select Basic Storage Device and click Next to continue
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W Red Hat Enterprize Linux 6.5 installation on bast dhop-9-142-44- 105.ams.nldbmacom - VHC Viewer

At least one existing installation has been detected on your system. What would you like to do?

Fresh Installation
[ Choase this optien ba indtall & fresh dogry of Red Hat Enterprise Linux en your syitem, Exidling seftware
and data may be owerwritten depending on your configuration cholces.

l Upgrade an Existing Installation
Choose this option if youw would like (o upgrade your existing Red Hat Enterprise Linus system, This
opticn will preserve the existing data on your storage devicelsh

| Back l ) Next l

Figure 10.5-10

Select Fresh Installation and click Next to continue

WE Fied Hat Enterprise Linus 6.5 installation on bost dhop-3-142-44- 105 ame.nldbmacom - VHC Viewer

Please name this computer. The
. Sma hostname identifies the computer on a
= network.

Hostname; | RHELES.ams,nl.ibm com |

k

Configure Metwark

dm Back

[ B ]

i Next

Figure 10.5-11

Select a hostname and click Next to continue
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W2 Red Hat Enterprise Linux 6.5 installation on bast dhop-9-142-44- 105.amnlibmacom - WHC Viewer

| Please select the nearnest City in your time zone:

Selected city: Amsterdam, Europe
Europe/Amsterdam o

& System clock uses UTC

| Back wp Mext
|

Figure 10.5-12

Select your timezone and click Next to continue

=) B

W2 Red Hat Enterprise Linux 6.5 installation on bost dhop-9-142-4d-105.amenlibmacom - WNC Viewer

the system. Enter a password for the reot
USEr.

| ﬁ The root account is used for administering

oot Password: ssesssss

Confirm: T

#aBa

ck W Next
)

Figure 10.5-13

Select Root Pasword and click Next to continue
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V2| Red Hat Enterprise Linus 6.5 installation on bast dhop-9-142-44-105.amznlibmasom - VNC Viewer = [

which type of installation would you like?

Use All Space
Remeves all partitions on the selected devicelsl This includes partsans erealed by olher operaling

| . - systems,

Tip; This apticn will remave daka from the solected davicels). Make sure you have batkups,

Replace Existing Linux System(s)
Removes only Linux partitions icrested from a previgus Linue Installation).  This does nod remoswe other
[BEFLGENS YO May NEWE SN yeur SIOFage SEvics(s) (SuCh &5 VFAT or FAT32)

B R

Tip: This option will remove data from the selected devicoe(s). Maie sure you have Dackups.

Shrink Current System
Shrinks existing partiions to create free space for the default layout.

Use Free Space
[Retains your current data and partitens and uses only the unpartitioned space on the selecied device
(€], agduming you have ensugh free dpade avallabie

Create Custom Layout
Hianially reate your swn fuitam layout on the telected devicels) uiing ouwr parttianing ol

(] Encrypt system
] Rewiew and modify partitioning layout

4 Back wp Next |

Figure 10.5-14

Select the type of installation and click Next to continue. This will be followed by a confirmation screen
as shown in Figure 10.5-15

WM“MEM“MMM&}W#M-MVM— — ﬂ'lag

Writing storage configuration to disk

The partitioning options you have selected will
now be written to disk. Any data on deleted or
reformatted partitions will be lost. |

| Go back | [ write changes to disk
f

@ Back wp Hext |

Figure 10.5-15

Make your selection
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Ve Red ok Emterprie Linua 5 installation o bast dhep 314244105 ams nldbmeom - VHC Viewer __ __ - ==-@E1

The default installation of Red Hat Enterprise Linux is a basic server install. You can
aptionally select a different set of software naw.

® Basic Server
= Database Server

O Web Server '
) ldentity Management Senver

O Wirtualization Host

O Desktop

I = Seftware Development Workstation
o Mimrnal

Please select any additional repositonies that you wank to use for software installation.
] Rd Hat Enterprise Linu

o} Add additional software repositories 2 Modily repository

You can further customize the software selection now, or after install via the software
|| management application.

| @ Customize later Customize now

dmBack o Next |

Figure 10.5-16
Select the type of Server and click Next to continue

Vi Red Hat Enterprise Linuas 65 installation on bast dhepr8-142-4 105 ams.rlibrm.com - VNC Viewes —_ __ :=.@£

RED HAT'

ENTERPRISE LINUX" &

Starting installation process

[P

Figure 10.5-17
Your installation starts and the installation bar informs you about the install process
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RED HAT

ENTERPRISE LINUX 6

Coprrignt € DSI-TE s ML, . nd oEReeY. AR SACE repeeTed.

> & ¥ Feckages ompleted: 10¢:0f 513
Installing perl-HTML-Parser-3.64-2.el6.ppcd (233 KB)
Perl module for parsing HTML

Figure 10.5-18
Just wait for the install process to complete. At the end it will inform you

RED HAT’
ENTERPRISE LINUX" 6

CopyTin © DS B MY, i and iy, AB SyAES reEeTeG.

W2 Red Hat Enterprise Linux 6.5 installation on bost dhop-9-142-44- 105.amenlsbmacom - YHC Vi —— — — ﬂll'@'“

Installing strace32-4.5.19-1.17.el6.ppc (253 KB)
Tracks and displays system calls associated with a running process.

Bootloader

! Installing bootloader.

Figure 10.5-19

A pop up will inform you about the installation of the bootloader. Which will be followed by the

Congratulations screen shown in Figure 10.5-20 on the next page
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Congratulations, your Red Hat Enterprise Linux installation is complete,

- Please reboot to use the installed system. Note that l]pditﬂ may be avallable to ensure the proper
S

functioning of your system and installation of these updates is recommended after the reboot.

] Reboot

Figure 10.5-20
Click Reboot in order to restart the server and complete the installation.

Because the bootlist in the SMS menu is still set to boot from DVD, you will need to use the Virtual
Console again to change the setting to boot from Hard Disk (use Chapter 10.3 as a reference)

Version SF240 417
SMS 1.6 (c) Copyright IBM Corp. 2000,2005 All rights reserved.

Main Menu

1 Select Language

2. Setup Remote IPL (Initial Program Load)
3. Change SCSI Settings

4 Select Console

5 Select Boot Options

Type menu item number and press Enter or select Navigation key:5

Figure 10.5-21
Type 5 (Select Boot Options) and press Enter.
You will advance to the Multiboot menu — Type 1 (Select Install/Boot Device) and press Enter
You will advance to the Select Device Type menu — Type 5 (Hard Drive) and press Enter
Select the Device Number for the boot device of your choice and press Enter.
On the next menu select 2 (Normal Mode Boot) and press Enter
Next is the question ‘Are you sure you want to exit System Management Services?’
select 1 (Yes) and press Enter.
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10.6 Installing IBM Service and productivity tools for Power servers

In order to get the most out of your Power Platform running Linux, you are advised to install the Service
and productivity tools.

It is available for download via http://www.ibm.com/systems/power/software/linux/

Select the Res

Detailed install

ource tab and expand (+ sign) Tools and Downloads.

instructions are provided too.

When you have installed it, you will notice that the OS level is now also reporting back into the HMC

Systems Management
=] La] B3

5.. Mame

By oraeminest

.-l

=
M | LinaxCliens2)

= JOrers = AZura

PP | 2 IR | e _Tosts v || views |
Proc.. Active i Refere. ..
L& | Status Units Memp... ~ Prafile Environment Code 085 Version *
1 15 8 IBMiVIRT  IBMi 00000000 IBM i Licensed internal Code 7.1.0 4100
2 Running 0.5 4125 fest_setup | A oF Linux SUSE Loux | Lnang'SUSE 3.0.76-0.11-ppeid 11
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